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Collisions of invisibles particles with 
atomic nuclei => Evis  (q ~ tens of MeV): 

very low energy thresholds


ultra-low backgrounds, good background 
understanding (no “beam off” data 
collection mode), and particle ID


large detector masses
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Direct dark matter detection principle
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=> WIMP flux on Earth: ~105 cm-2s-1 (MW=100 GeV, for 0.3 GeV cm-3)

Velocity distribution of WIMPs in the galaxy

Survey by J. Read, Journal of Phys. G41 (2014) 063101 

Local DM velocity PDF Vogelsberger et al. 2009

800 M. Vogelsberger et al.

the short dynamical time at the solar radius (about 1 per cent of
the Hubble time). This results in very efficient mixing of unbound
material and the stripping of all initially bound objects to a small
fraction of the maximum mass they may have had in the past (see
Vogelsberger et al. 2008, for a discussion of these processes). Note
that the actual density of DM in the solar neighbourhood and the
shape of the equidensity surfaces of the Milky Way’s DM distri-
bution will depend on how the gravitational effects of the baryonic
components have modified structure during the system’s formation.
Unfortunately, the shape of the inner DM halo of the Milky Way
is poorly constrained observationally (Helmi 2004; Law, Johnston
& Majewski 2005). The dissipative contraction of the visible com-
ponents probably increased the density of the DM component and
made it more axisymmetric (e.g. Gnedin et al. 2004; Kazantzidis
et al. 2004) but these processes are unlikely to affect the level of
small-scale structure. The very smooth behaviour we find in our
pure DM haloes should apply also to the more complex real Milky
Way.

4 V E L O C I T Y D I S T R I BU T I O N S

The velocity distribution of DM particles near the Sun is also an
important factor influencing the signal expected in direct detection
experiments. As mentioned in the Introduction, most previous work
has assumed this distribution to be smooth, and either Maxwellian
or multivariate Gaussian. Very different distributions are possible
in principle. For example, if the local density distribution is a su-
perposition of a relatively small number of DM streams, the local
velocity distribution would be effectively discrete with all particles
in a given stream sharing the same velocity (Sikivie, Tkachev &
Wang 1995; Stiff, Widrow & Frieman 2001; Stiff & Widrow 2003).
Clearly, it is important to understand whether such a distribution
is indeed expected, and whether a significant fraction of the local
mass density could be part of any individual stream.

We address this issue by dividing the inner regions of each of our
haloes into cubic boxes 2 kpc on a side, and focusing on those boxes
centred between 7 < r < 9 kpc from halo centre. In Aq-A-1, each
2 kpc box contains 104 to 105 particles, while in the level-2 haloes
they contain an order of magnitude fewer. For every box, we cal-
culate a velocity dispersion tensor and study the distribution of the
velocity components along its principal axes. In almost all boxes,
these axes are closely aligned with those the ellipsoidal equidensity
contours discussed in the last section. We also study the distribution
of the modulus of the velocity vector within each box. The upper
four panels of Fig. 2 show these distributions of a typical 2 kpc
box at the solar circle in Aq-A-1 (solid red lines). Here, and in the
following plots, we normalize distributions to have unit integral.
The black dashed lines in each panel show a multivariate Gaussian
distribution with the same mean and dispersion along each of the
principal axes. The difference between the two distributions in each
panel is plotted separately just above it. This particular box is quite
typical, in that we almost always find the velocity distribution to
be significantly anisotropic, with a major axis velocity distribution
which is platykurtic, and distributions of the other two components
which are leptokurtic. Thus, the velocity distribution differs signifi-
cantly from Maxwellian, or even from a multivariate Gaussian. The
individual velocity components have very smooth distributions with
no sign of spikes due to individual streams. This also is a feature
which is common to almost all our 2 kpc boxes. It is thus surprising
that the distribution of the velocity modulus shows clear features
in the form of bumps and dips with amplitudes of several tens of
per cent.
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Figure 2. Top four panels: velocity distributions in a 2 kpc box at the
solar circle for halo Aq-A-1. v1, v2 and v3 are the velocity components
parallel to the major, intermediate and minor axes of the velocity ellipsoid;
v is the modulus of the velocity vector. Red lines show the histograms
measured directly from the simulation, while black dashed lines show a
multivariate Gaussian model fit to the individual component distributions.
Residuals from this model are shown in the upper part of each panel. The
major axis velocity distribution is clearly platykurtic, whereas the other
two distributions are leptokurtic. All three are very smooth, showing no
evidence for spikes due to individual streams. In contrast, the distribution
of the velocity modulus, shown in the upper left-hand panel, shows broad
bumps and dips with amplitudes of up to 10 per cent of the distribution
maximum. Lower panel: velocity modulus distributions for all 2 kpc boxes
centred between 7 and 9 kpc from the centre of Aq-A-1. At each velocity,
a thick red line gives the median of all the measured distributions, while a
dashed black line gives the median of all the fitted multivariate Gaussians.
The dark and light blue contours enclose 68 and 95 per cent of all the
measured distributions at each velocity. The bumps seen in the distribution
for a single box are clearly present with similar amplitude in all boxes, and
so also in the median curve. The bin size is 5 km s−1 in all plots.

C⃝ 2009 The Authors. Journal compilation C⃝ 2009 RAS, MNRAS 395, 797–811

Maxwellian

Median

68%; 95%

Aq-A-1

Dark matter only (DMO) simulations

⇢(R0) = 0.2� 0.56GeV cm�3 = 0.005� 0.015M� pc�3

Local density (at R0 ~ 8 kpc) 

local measures use the vertical kinematics of 
stars near the Sun as ‘tracers’ (smaller error 
bars, but stronger assumptions about the halo 
shape) 

global measures extrapolate the density from 
the rotation curve (larger errors, but fewer 
assumptions) 

also: modelling the phase space distribution 
over larger volumes around the solar 
neighbourhood 

Astrophysics
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• Use effective operators to describe WIMP-quark interactions


• Example: vector mediator


• The effective operator arises from integrating out the mediator 
with mass M and couplings gq and gX to the quark and the 
WIMP:
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• In general, interactions leading to WIMP-nucleus scattering are parameterized as:


• scalar interactions (coupling to WIMP mass, from scalar, vector, tensor part of L)

• spin-spin interactions (coupling to the nuclear spin JN, from axial-vector part of L)

�SI ⇠ µ2

m2
�

[Zfp + (A� Z)fn]
2 fp, fn: scalar 4-fermion 

couplings to p and n

=> nuclei with large A favourable  (but nuclear form factor corrections)

=> nuclei with non-zero angular momentum (corrections due to spin structure functions)

ap, an: effective couplings to p 
and n;〈Sp〉and〈Sn〉
expectation values of the p and n 
spins within the nucleus

�SD ⇠ µ2 JN + 1

JN
(aphSpi+ anhSni)2

Scattering cross section on nuclei
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• WIMPs scatter off nuclei, not nucleon or quarks
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FIG. 12. (color online). Same as Fig. 6 but for 134Xe.
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FIG. 13. (color online). Same as Fig. 6 but for 136Xe.

butions only from the L = 0 multipole and is model-
independent:

SS(0) = A2 c20
2J + 1

4⇡
. (9)

This reflects the well-known coherence of the contribu-
tions of all A nucleons in SI scattering. Consequently,
near u = 0 the spin-averaged structure factors are essen-
tially identical for all xenon isotopes, apart from small
variations in A2.

Because of angular momentum coupling, only L = 0
multipoles contribute to the structure factors of the even-
mass isotopes. As discussed in Sec. II, parity and time
reversal constrain the multipoles to even L for elastic
scattering, so that for 129Xe only L = 0, and for 131Xe
only L = 0, 2 contribute. For the latter isotope, we show
in Fig. 10 the separate contributions from L = 0 and
L = 2 multipoles. At low momentum transfers, which
is the most important region for experiment, the L =
0 multipole is dominant, because coherence is lost for
L > 0 multipoles. Only near the minima of the L = 0
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FIG. 14. (color online). Structure factor SS(u) for
128Xe (this

work, black dots) in comparison to the Helm form factor (solid
red line) [25] and to the structure factor from Fitzpatrick et
al. (dashed green line) [15].
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FIG. 15. (color online). Same as Fig. 14 but for 129Xe.

multipole at u ⇠ 1.7 and u ⇠ 4.4 is the L = 2 multipole
relevant, but the structure factor at these u values is
suppressed with respect to SS(0) by over four and six
orders of magnitude, respectively.
Finally, we list in Table II the coe�cients of the fits

performed to reproduce the calculated structure factors
for each isotope.

V. COMPARISON TO HELM FORM FACTORS
AND OTHER CALCULATIONS

In experimental SI WIMP scattering analyses the stan-
dard structure factor used to set limits on WIMP-nucleon
cross sections is based on the Helm form factor [25]. This
phenomenological form factor is not obtained from a de-
tailed nuclear structure calculation, but is based on the
Fourier transform of a nuclear density model, assumed to

L. Vietze et  al., Phys.Rev. D91 (2015)

d�SI

dq2
= �0,SI ⇥ Ss(q)

Form factor corrections

u = q2b2/2

d�SD

dq2
= �0,SD ⇥ SA(q)
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FIG. 11. (Color online) Structure factors Sp(u) (solid lines)
and Sn(u) (dashed) for

127I as a function of u = p2b2/2 with
b = 2.2801 fm. Results are shown at the 1b current level, and
also including 2b currents. The estimated theoretical uncer-
tainty is given by the red (Sp(u)) and blue (Sn(u)) bands.

4. 127I, 19F, 23Na, 27Al, 29Si

In Figs. 11, 12, and 13, we show the structure fac-
tors Sn(u) and Sp(u) for 127I, 19F, 23Na, 27Al, and 29Si
at the 1b current level and including 2b currents. The
dominant structure factor is the one for the odd species.
Therefore, for 29Si Sn(u) dominates, while for the other
isotopes Sp(u) is the main component. All the features
discussed for 131Xe in Sec. IVC2 translate to these iso-
topes as well: The structure factors for the nondominant
“proton/neutron-only” couplings are strongly increased
when 2b currents are included. For the dominant struc-
ture factor, 2b currents produce a reduction, by about
10%− 30% at low momentum transfers, which at large u
can turn into a weak enhancement due to the 2b current
contribution to the pseudo-scalar currents. This is most
clearly seen for 19F in the top panel of Fig. 12, where we
also show the isoscalar/isovector structure factors S00(u),
S01(u), and S11(u). Note that the structure factor S01(u)
vanishes at the point where Sp(u) and Sn(u) cross.

V. CONCLUSIONS AND OUTLOOK

This work presents a comprehensive derivation of SD
WIMP scattering off nuclei based on chiral EFT, includ-
ing one-body currents to order Q2 and the long-range
Q3 two-body currents due to pion exchange, which are
predicted in chiral EFT. Two-body currents are the lead-
ing corrections to the couplings of WIMPs to single nu-
cleons, assumed in all previous studies. Combined with
detailed Appendixes, we have presented the general for-
malism necessary to describe both elastic and inelastic
WIMP-nucleus scattering.
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FIG. 12. (Color online) Structure factors for 19F as a
function of u = p2b2/2 with b = 1.7608 fm. Top panel:
Isoscalar/isovector S00(u) (solid line), S01(u) (dashed), and
S11(u) (dot-dashed) decomposition. Bottom panel: Pro-
ton/neutron Sp(u) (solid line) and Sn(u) (dashed) decom-
position. In both panels results are shown at the 1b current
level, and also including 2b currents. The estimated theoret-
ical uncertainty is given by the red (S11(u), Sp(u)) and blue
(S01(u), Sn(u)) bands.

We have performed state-of-the-art large-scale shell-
model calculations for all nonzero-spin nuclei relevant to
direct dark matter detection, using the largest valence
spaces accessible with nuclear interactions that have been
tested in nuclear structure and decay studies. The com-
parison of theoretical and experimental spectra demon-
strate a good description of these isotopes. We have cal-
culated the structure factors for elastic SD WIMP scat-
tering for all cases using chiral EFT currents, including
theoretical error bands due to the nuclear uncertainties
of WIMP currents in nuclei. Fits for the structure factors
are given in Appendix D.
We have studied in detail the role of two-body currents,

the contributions of different multipole operators, and
the issue of proton/neutron versus isoscalar/isovector de-
compositions of the structure factors. The long-range
two-body currents reduce the isovector parts of the struc-
ture factor at low momentum transfer, while they can
lead to a weak enhancement at higher momentum trans-

P. Klos et al., PRD 88 (2013)
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Si

MWIMP = 100 GeV

σWn=1×10-47 cm2Xe

Ge
Ar

lighter  
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heavier 
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Expected interaction rates
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Phonons

Charge

NaI: DAMA/LIBRA  
CsI: KIMS

Light

LXe: XMASS 
LAr: DEAP-3600

LXe: XENON, 
LUX, PandaX 
LAr: ArDM, 
DarkSide-50 

Ge, Si: SuperCDMS 
Ge: EDELWEISS 

CaWO4: CRESST 

C3F8, CF3I: PICO 
Ge: CoGeNT, CDEX 
SI: DAMIC  
CF4: DRIFT, DMTPC, 
MIMAC, Newage

Direct dark matter detection zoo
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• Rate and shape of recoil spectrum depend on target material 

• Motion of the Earth causes: 

• annual event rate modulation: June - December asymmetry ~ 2-10%


• sidereal directional modulation: asymmetry ~20-100% in forward-backward event rate

June

December

galactic plane
Cygnus

WIMP wind

v≈220 km/s

Drukier, Freese, Spergel, PRD 33,1986 D. Spergel, PRD 36, 1988

November 2, 2009 14:20 WSPC/INSTRUCTION FILE
cygnus2009Whitepaper

4 Battat et al.

Fig. 1. Hammer-Aito� projection of the WIMP flux in Galactic coordinates. A WIMP mass of
100 GeV has been assumed (from Ref. 12).

z

x

z

x

t = 0 h

t = 12 h

Cygnus

Fig. 2. (left) The daily rotation of the Earth introduces a modulation in recoil angle, as measured
in the laboratory frame. (right) Magnitude of this daily modulation for seven lab-fixed directions,
specified as angles with respect to the Earth’s equatorial plane. The solid line corresponds to zero
degrees, and the dotted, dashed, and dash-dot lines correspond to ±18�, ±54� and ±90�, with
negative angles falling above the zero degree line and positive angles below. The ±90� directions
are co-aligned with the Earth’s rotation axis and therefore exhibit no daily modulation. This
calculation assumes a WIMP mass of 100 GeV and CS2 target gas. (from Ref. 13).

the WIMP origin of the dark matter interaction candidate events.11 This is often
referred to as the materials signal. In practice, this would require the detection of a
large number of events with both targets (in order to measure the energy spectra),
the operation of experiments in similar background environments, and accurate
calculations of the nuclear form factors.

Dark matter signatures
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• Cosmic rays & cosmic activation of detector materials


• Natural (238U, 232Th, 40K) & anthropogenic (85Kr, 137Cs) radioactivity: 


• Ultimately: neutrino-nucleus scattering (solar, atmospheric and supernovae neutrinos)

LB et al., JCAP01 (2014) 044F. Ruppin  et al., 1408.3581
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FIG. 1: Left: Relevant neutrino fluxes to the background of direct dark matter detection experiments: Solar, atmospheric, and
di↵use supernovae [22–24]. Right: Neutrino background event rates for a germanium based detector. The black dashed line
corresponds to the sum of the neutrino induced nuclear recoil event rates. Also shown is the similarity between the event rate
from a 6 GeV/c2 WIMP with a SI cross section on the nucleon of 4.4⇥ 10�45 cm2 (black solid line) and the 8B neutrino event
rate.
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where dN

dE

⌫

corresponds to the neutrino flux. As it has
been shown in Ref. [17], the neutrino-nucleon elastic
interaction is theoretically well-understood within the
Standard Model, and leads to a coherence e↵ect imply-
ing a neutrino-nucleus cross section that approximately
scales as the atomic number (A) squared when the mo-
mentum transfer is below a few keV. At tree level, the
neutrino-nucleon elastic scattering is a neutral current
interaction that proceeds via the exchange of a Z boson.
The resulting di↵erential neutrino-nucleus cross section
as a function of the recoil energy and the neutrino en-
ergy is given by [18]:
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where m
N

is the nucleus mass, G
f

is the Fermi coupling
constant and Q

!

= N � (1 � 4 sin2 ✓
!

)Z is the weak
nuclear hypercharge with N the number of neutrons, Z
the number of protons, and ✓

!

the weak mixing angle.
The presence of the form factors describes the loss of
coherence at higher momentum transfer and is assumed
to be the same as for the WIMP-nucleus SI scattering.
Interestingly, as the CNS interaction only proceeds
through a neutral current, it is equally sensitive to all
active neutrino flavors.

In Fig. 1 (left panel), we present all the neutrino fluxes
that will induce relevant backgrounds to dark matter
detection searches. The di↵erent neutrino sources con-
sidered in this study are the sun, which generates high
fluxes of low energy neutrinos following the pp-chain [19]

and the possible CNO cycle [20, 21], di↵use supernovae
(DSNB) [22] and the interaction of cosmic rays with the
atmosphere [23] which induces low fluxes of high energy
neutrinos. As a summary of the neutrino sources used
in the following, we present in Table II the di↵erent
properties of the relevant neutrino families such as: the
maximal neutrino energy, the maximum recoil energy for
a Ge target nucleus and the overall flux normalization
and uncertainty. In order to most directly compare to
the analysis of Ref. [10], we use the standard solar model
BS05(OP) and the predictions on the atmospheric and
the DSNB neutrino fluxes from [23] and [22] respectively.

The di↵erent neutrino event rates are shown in Fig. 1
(right panel) for a Ge target. We can first notice that
the highest event rates are due to the solar neutrinos
and correspond to recoil energies below 6 keV. Indeed,
the 8B and hep neutrinos dominate the total neutrino
event rate for recoil energies between 0.1 and 8 keV
and above these energies, the dominant component is
the atmospheric neutrinos. Also shown, as a black solid
line, is the event rate from a 6 GeV/c2 WIMP with
a SI cross section on the nucleon of 4.4 ⇥ 10�45 cm2.
We can already notice that for this particular set of
parameters (m

�

,�SI), the WIMP event rate is very
similar to the one induced by the 8B neutrinos. As
discussed in the next section, this similarity will lead
to a strongly reduced discrimination power between
the WIMP and the neutrino hypotheses and therefore
dramatically a↵ect the discovery potential of upcoming
direct detection experiments.

Note that in this study we do not consider neutrino-
electron scattering, even though it is predicted to pro-
vide a substantial signal in future dark matter detectors.

pp

Expected backgrounds
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How to deal with backgrounds?
• Go deep underground
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• Select low-background materials

• Use active shields



How to deal with backgrounds?
• Fiducialization

• Avoid exposure to cosmic rays

• Discrimination

The fiducial volume used in this analysis contains 34 kg
of LXe. The volume was determined before the unblinding
by maximizing the dark matter sensitivity of the data given
the accessible ER background above the blinding cut. The
ellipsoidal shape was optimized on ER calibration data,
also taking into account event leakage into the signal re-
gion. A benchmark WIMP search region to quantify the
background expectation and to be used for the maximum
gap analysis was defined from 6:6–30:5 keVnr (3–20 PE) in
energy, by an upper 99.75% ER rejection line in the dis-
crimination parameter space, and by the lines correspond-
ing to S2> 150 PE and a lower line at !97% acceptance
from neutron calibration data (see lines in Fig. 2, top).

Both NR and ER interactions contribute to the expected
background for the WIMP search. The first is determined
from Monte Carlo simulations, by using the measured
intrinsic radioactive contamination of all detector and
shield materials [8] to calculate the neutron background
from ð!; nÞ and spontaneous fission reactions, as well as
from muons, taking into account the muon energy and
angular dependence at LNGS. The expectation from these
neutron sources is (0:17þ0:12

%0:07 ) events for the given expo-
sure and NR acceptance in the benchmark region. About
70% of the neutron background is muon-induced.

ER background events originate from radioactivity of
the detector components and from " and # activity of
intrinsic radioactivity in the LXe target, such as 222Rn and
85Kr. The latter background is most critical, since it cannot
be reduced by fiducialization. Hence, for the dark matter
search reported here, a major effort was made to reduce the
85Kr contamination, which affected the sensitivity of the
previous search [6]. To estimate the total ER background
from all sources, the 60Co and 232Th calibration data are
used, with>35 times more statistics in the relevant energy
range than in the dark matter data. The calibration data are
scaled to the dark matter exposure by normalizing it to the
number of events seen above the blinding cut in the energy
region of interest. The majority of ER background events
is Gaussian distributed in the discrimination parameter
space, with a few events leaking anomalously into the NR
band. These anomalous events can be due to double scat-
ters with one energy deposition inside the TPC and another
one in a charge insensitive region, such that the prompt S1
signal from the two scatters is combined with only one
charge signal S2. Following the observed distribution in
the calibration data, the anomalous leakage events were
parametrized by a constant (exponential) function in the
discrimination parameter (S1 space). The ER background
estimate including Gaussian and anomalous events is
(0:79& 0:16) in the benchmark region, leading to a total
background expectation of (1:0& 0:2) events.

The background model used in the PL analysis employs
the same assumptions and input spectra from MC and
calibration data. Its validity has been confirmed prior to
unblinding on the high-energy sideband and on the vetoed
data from 6:6–43:3 keVnr.

After unblinding, two events were observed in the bench-
mark WIMP search region; see Fig. 2. With energies of 7.1
(3.3) and 7:8 keVnr (3.8 PE), both fall into the lowest PE bin
used for this analysis. The waveforms for both events are of
high quality, and their S2=S1 value is at the lower edge of
the NR band from neutron calibration. There are no leakage
events below 3 PE. The PL analysis yields a p value of
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FIG. 2 (color online). (Top) Event distribution in the discrimi-
nation parameter space log10ðS2b=S1Þ, flattened by subtracting
the distribution’s mean, as observed after unblinding using all
analysis cuts and a 34 kg fiducial volume (black squares). A lower
analysis threshold of 6:6 keVnr (NR equivalent energy scale) is
employed. The PL analysis uses an upper energy threshold of
43:3 keVnr (3–30 PE), and the benchmark WIMP search region is
limited to 30:5 keVnr (3–20 PE). The negligible impact of the
S2> 150 PE threshold cut is indicated by the dashed-dotted blue
line, and the signal region is restricted by a lower border running
along the 97% NR quantile. An additional hard S2b=S1 discrimi-
nation cut at 99.75% ER rejection defines the benchmark WIMP
search region from above (dotted green line) but is only used to
cross-check the PL inference. The histogram in red and gray
indicates the NR band from the neutron calibration. Two events
fall into the benchmark region where (1:0& 0:2) are expected
from background. (Bottom) Spatial event distribution inside the
TPC using a 6:6–43:3 keVnr energy window. The 34 kg fiducial
volume is indicated by the red dashed line. Gray points are above
the 99.75% rejection line, and black circles fall below.
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Parameter space for searches

• Masses & cross sections span an enormous 
range 

• Direct detection experiments optimised for 
WIMPs 

• However recently also limits on axions, ALPs, 
SuperWIMPs
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Parameter space for searches

accessibletonextgenerationexperiments.Forthe100 GeV=c2

case, however, the exposure required to get 100 neutrino
background events is 2,150 ton-years. Given these expo-
sure numbers, it is likely that at high masses, in
the absence of a WIMP signal at higher cross sections,
discovery limits much below 10−48 cm2 will become
impractical due to the large exposures required even in
the Poisson-dominated regime.
As a final calculation, we have mapped out the WIMP

discovery limit across the 500 MeV=c2 to 10 TeV=c2,
shown in Fig. 12 (right). To cover this large WIMP mass
range, we combined the discovery limits of two Xe-based
pseudoexperiments with a threshold of 3 eV and 4 keV. To
ensure we are well into the systematics limited regime,
exposures were increased to obtain 500 neutrino events.
This line thus represents a hard lower discovery limit for
dark matter experiments. Interestingly, we can denote three
distinct features in the discovery limits coming from the
combination of 7Be and CNO neutrinos, 8B and hep
neutrinos and atmospheric neutrinos at WIMP masses of
0.5, 6, and above 100 GeV=c2 respectively. Also shown are
the current exclusion limits and regions of interest from
several experimental groups. If the potential WIMP signals
around 10 GeV=c2 are shown not to be from WIMPs, the
remaining available parameter space for WIMP discovery
is bounded at the top by the LUX Collaboration and at the
bottom by the neutrino background. Progress below this
line would require very large exposures, lower systematic

errors on the neutrino flux, detection of annual modulation,
and/or large directional detection experiments.

VII. CONCLUSION

We have examined the limitations on the discovery
potential of WIMPs in direct detection experiments due
to the neutrino backgrounds from the Sun, atmosphere,
and supernovae. We have specifically focused on experi-
ments that are only sensitive to energy deposition from
WIMPs. We have determined the minimum detectable
spin-independent cross section as a function of WIMP
mass over a wide range of masses from 500 GeV=c2 to
10 TeV=c2 that could lead to a significant dark matter
detection. WIMP-nucleon cross sections of ∼10−45 and
∼10−49 cm2 are the maximal sensitivity to light and heavy
WIMP dark matter respectively that direct detection
searches without directional sensitivity could reach,
given the uncertainties on the neutrino fluxes. This limit
is roughly about 3 to 4 orders of magnitude below the
most recent experimental constraints. In the case of light
WIMPs (about 6 GeV=c2) next generation experiments
might already reach the saturation regime with about
100 neutrino background events. For heavier WIMPs
(above 20 GeV=c2) we have shown that progress below
10−48 cm2 will be strongly limited by the very large
increases in exposure required for decreasing gains in
discovery reach.

FIG. 12 (color online). Left: Neutrino isoevent contour lines (long dash orange) compared with current limits and regions of interest.
The contours delineate regions in the WIMP-nulceon cross section vs WIMP mass plane which for which dark matter experiments will
see neutrino events (see Sec. III D). Right: WIMP discovery limit (thick dashed orange) compared with current limits and regions of
interest. The dominant neutrino components for different WIMP mass regions are labeled. Progress beyond this line would require a
combination of better knowledge of the neutrino background, annual modulation, and/or directional detection. We show 90%
confidence exclusion limits from DAMIC [46] (light blue), SIMPLE [47] (purple), COUPP [48] (teal), ZEPLIN-III [49] (blue),
EDELWEISS standard [50] and low threshold [51] (orange), CDMS II Ge standard [52], low threshold [53] and CDMSlite [54] (red),
XENON10 S2 only [55] and XENON100 [2] (dark green), and LUX [56] (light green). The filled regions identify possible signal
regions associated with data from CDMS-II Si [1] (light blue, 90% C.L.), CoGeNT [57] (yellow, 90% C.L.), DAMA/LIBRA [58] (tan,
99.7% C.L.), and CRESST [59] (pink, 95.45% C.L.) experiments. The light green shaded region is the parameter space excluded by the
LUX Collaboration.
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Figure 1: Exclusion plot for axion-like particles
as described in the text.

In the DFSZ model [17], the tree-level coupling coefficient

to electrons is

Ce =
cos2 β

3
, (8)

where tanβ is the ratio of two Higgs vacuum expectation values

that are generic to this and similar models.

For nucleons, Cn,p are related to axial-vector current matrix

elements by generalized Goldberger-Treiman relations,

Cp = (Cu − η)∆u + (Cd − ηz)∆d + (Cs − ηw)∆s ,

Cn = (Cu − η)∆d + (Cd − ηz)∆u + (Cs − ηw)∆s .
(9)

Here, η = (1 + z + w)−1 with z = mu/md and w = mu/ms ≪ z

and the ∆q are given by the axial vector current matrix element

∆q Sµ = ⟨p|q̄γµγ5q|p⟩ with Sµ the proton spin.

Neutron beta decay and strong isospin symmetry considera-

tions imply ∆u−∆d = F +D = 1.269±0.003, whereas hyperon

decays and flavor SU(3) symmetry imply ∆u + ∆d − 2∆s =

3F − D = 0.586 ± 0.031 [21]. The strange-quark contribution
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case, however, the exposure required to get 100 neutrino
background events is 2,150 ton-years. Given these expo-
sure numbers, it is likely that at high masses, in
the absence of a WIMP signal at higher cross sections,
discovery limits much below 10−48 cm2 will become
impractical due to the large exposures required even in
the Poisson-dominated regime.
As a final calculation, we have mapped out the WIMP

discovery limit across the 500 MeV=c2 to 10 TeV=c2,
shown in Fig. 12 (right). To cover this large WIMP mass
range, we combined the discovery limits of two Xe-based
pseudoexperiments with a threshold of 3 eV and 4 keV. To
ensure we are well into the systematics limited regime,
exposures were increased to obtain 500 neutrino events.
This line thus represents a hard lower discovery limit for
dark matter experiments. Interestingly, we can denote three
distinct features in the discovery limits coming from the
combination of 7Be and CNO neutrinos, 8B and hep
neutrinos and atmospheric neutrinos at WIMP masses of
0.5, 6, and above 100 GeV=c2 respectively. Also shown are
the current exclusion limits and regions of interest from
several experimental groups. If the potential WIMP signals
around 10 GeV=c2 are shown not to be from WIMPs, the
remaining available parameter space for WIMP discovery
is bounded at the top by the LUX Collaboration and at the
bottom by the neutrino background. Progress below this
line would require very large exposures, lower systematic

errors on the neutrino flux, detection of annual modulation,
and/or large directional detection experiments.

VII. CONCLUSION

We have examined the limitations on the discovery
potential of WIMPs in direct detection experiments due
to the neutrino backgrounds from the Sun, atmosphere,
and supernovae. We have specifically focused on experi-
ments that are only sensitive to energy deposition from
WIMPs. We have determined the minimum detectable
spin-independent cross section as a function of WIMP
mass over a wide range of masses from 500 GeV=c2 to
10 TeV=c2 that could lead to a significant dark matter
detection. WIMP-nucleon cross sections of ∼10−45 and
∼10−49 cm2 are the maximal sensitivity to light and heavy
WIMP dark matter respectively that direct detection
searches without directional sensitivity could reach,
given the uncertainties on the neutrino fluxes. This limit
is roughly about 3 to 4 orders of magnitude below the
most recent experimental constraints. In the case of light
WIMPs (about 6 GeV=c2) next generation experiments
might already reach the saturation regime with about
100 neutrino background events. For heavier WIMPs
(above 20 GeV=c2) we have shown that progress below
10−48 cm2 will be strongly limited by the very large
increases in exposure required for decreasing gains in
discovery reach.

FIG. 12 (color online). Left: Neutrino isoevent contour lines (long dash orange) compared with current limits and regions of interest.
The contours delineate regions in the WIMP-nulceon cross section vs WIMP mass plane which for which dark matter experiments will
see neutrino events (see Sec. III D). Right: WIMP discovery limit (thick dashed orange) compared with current limits and regions of
interest. The dominant neutrino components for different WIMP mass regions are labeled. Progress beyond this line would require a
combination of better knowledge of the neutrino background, annual modulation, and/or directional detection. We show 90%
confidence exclusion limits from DAMIC [46] (light blue), SIMPLE [47] (purple), COUPP [48] (teal), ZEPLIN-III [49] (blue),
EDELWEISS standard [50] and low threshold [51] (orange), CDMS II Ge standard [52], low threshold [53] and CDMSlite [54] (red),
XENON10 S2 only [55] and XENON100 [2] (dark green), and LUX [56] (light green). The filled regions identify possible signal
regions associated with data from CDMS-II Si [1] (light blue, 90% C.L.), CoGeNT [57] (yellow, 90% C.L.), DAMA/LIBRA [58] (tan,
99.7% C.L.), and CRESST [59] (pink, 95.45% C.L.) experiments. The light green shaded region is the parameter space excluded by the
LUX Collaboration.
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case, however, the exposure required to get 100 neutrino
background events is 2,150 ton-years. Given these expo-
sure numbers, it is likely that at high masses, in
the absence of a WIMP signal at higher cross sections,
discovery limits much below 10−48 cm2 will become
impractical due to the large exposures required even in
the Poisson-dominated regime.
As a final calculation, we have mapped out the WIMP

discovery limit across the 500 MeV=c2 to 10 TeV=c2,
shown in Fig. 12 (right). To cover this large WIMP mass
range, we combined the discovery limits of two Xe-based
pseudoexperiments with a threshold of 3 eV and 4 keV. To
ensure we are well into the systematics limited regime,
exposures were increased to obtain 500 neutrino events.
This line thus represents a hard lower discovery limit for
dark matter experiments. Interestingly, we can denote three
distinct features in the discovery limits coming from the
combination of 7Be and CNO neutrinos, 8B and hep
neutrinos and atmospheric neutrinos at WIMP masses of
0.5, 6, and above 100 GeV=c2 respectively. Also shown are
the current exclusion limits and regions of interest from
several experimental groups. If the potential WIMP signals
around 10 GeV=c2 are shown not to be from WIMPs, the
remaining available parameter space for WIMP discovery
is bounded at the top by the LUX Collaboration and at the
bottom by the neutrino background. Progress below this
line would require very large exposures, lower systematic

errors on the neutrino flux, detection of annual modulation,
and/or large directional detection experiments.

VII. CONCLUSION

We have examined the limitations on the discovery
potential of WIMPs in direct detection experiments due
to the neutrino backgrounds from the Sun, atmosphere,
and supernovae. We have specifically focused on experi-
ments that are only sensitive to energy deposition from
WIMPs. We have determined the minimum detectable
spin-independent cross section as a function of WIMP
mass over a wide range of masses from 500 GeV=c2 to
10 TeV=c2 that could lead to a significant dark matter
detection. WIMP-nucleon cross sections of ∼10−45 and
∼10−49 cm2 are the maximal sensitivity to light and heavy
WIMP dark matter respectively that direct detection
searches without directional sensitivity could reach,
given the uncertainties on the neutrino fluxes. This limit
is roughly about 3 to 4 orders of magnitude below the
most recent experimental constraints. In the case of light
WIMPs (about 6 GeV=c2) next generation experiments
might already reach the saturation regime with about
100 neutrino background events. For heavier WIMPs
(above 20 GeV=c2) we have shown that progress below
10−48 cm2 will be strongly limited by the very large
increases in exposure required for decreasing gains in
discovery reach.

FIG. 12 (color online). Left: Neutrino isoevent contour lines (long dash orange) compared with current limits and regions of interest.
The contours delineate regions in the WIMP-nulceon cross section vs WIMP mass plane which for which dark matter experiments will
see neutrino events (see Sec. III D). Right: WIMP discovery limit (thick dashed orange) compared with current limits and regions of
interest. The dominant neutrino components for different WIMP mass regions are labeled. Progress beyond this line would require a
combination of better knowledge of the neutrino background, annual modulation, and/or directional detection. We show 90%
confidence exclusion limits from DAMIC [46] (light blue), SIMPLE [47] (purple), COUPP [48] (teal), ZEPLIN-III [49] (blue),
EDELWEISS standard [50] and low threshold [51] (orange), CDMS II Ge standard [52], low threshold [53] and CDMSlite [54] (red),
XENON10 S2 only [55] and XENON100 [2] (dark green), and LUX [56] (light green). The filled regions identify possible signal
regions associated with data from CDMS-II Si [1] (light blue, 90% C.L.), CoGeNT [57] (yellow, 90% C.L.), DAMA/LIBRA [58] (tan,
99.7% C.L.), and CRESST [59] (pink, 95.45% C.L.) experiments. The light green shaded region is the parameter space excluded by the
LUX Collaboration.
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SUSY Predictions: 2 examples
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Figure 7. (a) Marginalized 2D posterior distribution for the CMSSM with µ > 0 in the (mχ, σSI
p )

plane. The red solid line shows the 90% C.L. upper bound as given by LUX, here included in the
likelihood function. The gray dot-dashed line shows the 2012 XENON100 90% C.L. bound [70] and
the magenta dashed line shows projected sensitivity for 2017 at XENON-1T [103]. (b) Marginalized
2D posterior distribution for the CMSSM with µ > 0 in the (mχ, σv) plane. The magenta dashed
line shows the expected sensitivity of CTA under the assumptions of [36] for a NFW halo profile.
The magenta dot-dashed line shows the corresponding sensitivity with Einasto profile. The dotted
black line shows the projected sensitivity of the CTA expansion considered in [104].

region have the potential to be probed in the next few years, encompassing about 70% of

the points in the scan. This makes dark matter direct detection searches the predominant

tool for exploration of the CMSSM.

In the CMSSM the largest cross section values, σSIp ! 10−8 pb, are obtained in the focus

point region. One can see the beginning of the horizontal branch joining the higgsino and

focus point regions, at mχ ≃ 0.7 − 0.8TeV. The effect of the LUX limit in the likelihood

is visible, as the credibility region is cut off rapidly after crossing the 90% C.L. bound,

shown in red. In contrast to [16], this causes the focus point region to be disfavored by

the scan. In the µ < 0 scenario we obtain the same results albeit with the absence of the

A-resonance region. The sign of the µ parameter has little impact on σSIp for the neutralino

and the ∼ 1TeV higgsino region with µ < 0 can also be entirely probed by XENON-1T.

In figure 7(b) we show the 2D posterior distribution in the (mχ, σv) plane. The

node at σv " 10−28 cm3/s is the stau-coannihilation region, which has a much reduced

σv in the present day due to the absence of co-annihilations with the stau NLSP, which

are instead only present in the early Universe. The A-resonance and ∼ 1TeV higgsino

regions are visible at larger σv, from left to right, respectively. The A-resonance region is

characterized by a broad range of cross section values, with a deep funnel at 95% credibility

that extends down to σv ≃ 10−28 cm3/s. This corresponds to a large resonant effect in the

– 16 –
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DAMA/LIBRA annual modulation signal
• Period = 1 year, phase = June 2 ± 7 days; 9.3-sigma


• Several experiments to directly probe the modulation signal with similar detectors (NaI, CsI): 
SABRE, ANAIS, DM-Ice, KIMS


• Challenge to achieve the same crystal radio-purity as DAMA/LIBRA

2-4 keV

DM-Ice: 500 kg yr

Definitive (5σ) detection or exclusion with 500 kg-yr NaI(Tl) 
(DAMA x 2 yrs)  and same or lower threshold (< 2 keVee)

R. Bernabei et al, 
EPJ-C67 (2010)
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• Detect a temperature increase after a particle interacts in an absorber

• Absorber masses from ~100 g to 1.4 kg; TES read out small T changes
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• 133Ba

•  252Cf

Background-like

Signal-like

EDW II - Run 13EDW II - Run 13

! 3rd July: 4)800 g FID detectors installed at LSM

! 2 NTD heat sensors, 6 electrodes

! 218 ultrasonics bondings / detector

SuperCDMS: Ge, Si
 EDELWEISS-III (Ge)
 CRESST (CaWO4)


Enectali Figueroa-Feliciano - UCLA Dark Matter 2012

SuperCDMS

1. Suppress all backgrounds          
(factor of millions)

2. Discriminate between remaining 
background and desired signal        
(make your detector as smart possible)

Strategy:

Cryogenic detectors at T ~ mK
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Bolometers: recent results
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FIG. 3. Small gray dots are all veto-anticoincident single-
scatter events within the ionization-partition fiducial volume
that pass the data-quality selection criteria. Large encircled
shapes are the 11 candidate events. Overlapping shaded re-
gions (from light to dark) are the 95% confidence contours ex-
pected for 5, 7, 10 and 15 GeV/c2 WIMPs, after application
of all selection criteria. The three highest-energy events occur
on detector T5Z3, which has a shorted ionization guard. The
band of events above the expected signal contours corresponds
to bulk electron recoils, including the 1.3 keV activation line
at a total phonon energy of ⇠3 keV. High-radius events near
the detector sidewalls form the wide band of events with near-
zero ionization energy. For illustrative purposes, an approxi-
mate nuclear-recoil energy scale is provided.

a WIMP-nucleon scattering interpretation of the excess
reported by CoGeNT, which also uses a germanium tar-
get. Similar tension exists with WIMP interpretations
of several other experiments, including CDMS II (Si),
assuming spin-independent interactions and a standard
halo model. New regions of WIMP-nucleon scattering
for WIMP masses below 6 GeV/c2 are excluded.

The SuperCDMS collaboration gratefully acknowl-
edges the contributions of numerous engineers and tech-
nicians. In addition, we gratefully acknowledge assis-
tance from the sta↵ of the Soudan Underground Lab-
oratory and the Minnesota Department of Natural Re-
sources. The iZIP detectors were fabricated in the Stan-
ford Nanofabrication Facility, which is a member of the
National Nanofabrication Infrastructure Network. This
work is supported in part by the National Science Foun-
dation, by the United States Department of Energy, by
NSERC Canada, and by MultiDark (Spanish MINECO).
Fermilab is operated by the Fermi Research Alliance,
LLC under Contract No. De-AC02-07CH11359. SLAC is
operated under Contract No. DE-AC02-76SF00515 with
the United States Department of Energy.

FIG. 4. The 90% confidence upper limit (solid black) based on
all observed events is shown with 95% C.L. systematic uncer-
tainty band (gray). The pre-unblinding expected sensitivity
in the absence of a signal is shown as 68% (dark green) and
95% (light green) C.L. bands. The disagreement between the
limit and sensitivity at high WIMP mass is due to the events
in T5Z3. Closed contours shown are CDMS II Si [3] (dotted
blue, 90% C.L.), CoGeNT [4] (yellow, 90% C.L.), CRESST-II
[5] (dashed pink, 95% C.L.), and DAMA/LIBRA [34] (dash-
dotted tan, 90% C.L.). 90% C.L. exclusion limits shown are
CDMS II Ge [22] (dotted dark red), CDMS II Ge low-threshold
[17] (dashed-dotted red), CDMSlite [20] (solid dark red), LUX
[35] (solid green), XENON10 S2-only [19, 36] (dashed dark
green), and EDELWEISS low-threshold [18] (dashed orange).
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Figure 2 – Left: Boosted Decision Trees’ discriminating variable. The colored histograms show the background
contributions, the grey histogram shows the expected WIMP signal from a 6 GeV WIMP and the black dots
are the data. Right: Limit on the WIMP cross section, given the WIMP masses. Color code: SCDMS (blue),
CDMS-Si contour (light blue), CDMSlite (purple), DAMA (salmon), CRESST limit and contours (green), SIMPLE
(yellow), COUPP (gray), PICO (teal), Xenon10 (brown), LUX (black), CoGeNT (orange), EDELWEISS-II (dashed
red) and preliminary EDELWEISS-III 35 kg.d in (red) (this work).
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EDELWEISS 35 kg d

arXiv: 1504.00820

Plan to use several 
detectors, and 
decrease the 
analysis threshold 
(< 5 GeV WIMP 
mass)

F. Reindl, EPS-HEP 2015

Final, blind analysis in 
autumn 2015
+ start of CRESST-III at the 
end of this year (new 
detector modules, 24 g 
each, 100 eV Eth)
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• Cooperation between SuperCDM and 
EURECA (CRESST+EDELWEISS) at 
SNOLAB


• SuperCDMS cryostat payload


•  initially 50 kg, up to 400 kg 

➡ multi-target approach (Si, Ge, CaWO3) to 
low-mass WIMP region

SuperCDMS/EURECA at SNOLAB

EDWIII Geant4 model 

FID800&

EDELWEISS-III  = French, German, Russian, UK @ Modane Lab!

2014A
•  500-eV-FWHM-ionization;-300T1000-eV-FWHM-on-heats-(8V-polarisation) !
•  Now-600-kg.d-for-physics-(after-quality-cuts+eff-for-wimp-search)-end-20149
2015b2016A
•  Installation)of)Low)Mass)Detectors)(improved)FID800)with<)300eV-FWHM-
on)both)heat)and)ionisation)(HEMT)A

36 FID800 detectors operated at LSM 

      Jocelyn Monroe                                                                                                                                    July 28, 2015 / p. 11

Goal: reach the neutrino bound!

EDELWEISS-III: 36 FID-800 detectors at LSM, with >600 kg-days.
Installing new FIDs with <0.3 keV FWHM for low mass search. 
35 kg-day, 3.6 keVr threshold unblinded arXiv:1504.00820

CRESST: 50 kg-day, low E threshold results for Fall’15.  
R&D towards 0.1 keV threshold, with smaller crystals (24 gm),
lower background (3.5/keV kg day), for 1-6 GeV WIMP search.

SuperCDMS: Focus on 0.3-10 GeV/c2 WIMP masses
50 kg of 1.4 kg Ge (and Si) detectors at SNOLAB,
from 2017. Can operate in HV mode, for 0.9 keV 
threshold.   PRL 112 (2014) 041302.)

EURECA: collaboration of CRESST + EDELWEISS ++, 
coordinate with SuperCDMS, cryostat for 400 kg). 

DAMIC: search for WIMP interactions in CCD Si,
100g to operate at SNOLAB. 1E-5 pb sensitivity
with 1 keV threshold at 2 GeV/c2 arXiv:1506.02562

NEWS: spherical, high pressure gas detector with
0.1 keV threshold, at SNOLAB from 2017, 1E-5 
pb sensitivity with Ar, Ne targets.

Low-Mass Region Prospects
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DAMIC at SNOLAB

• CCD-based experiment, 50 eVee energy threshold (or 0.5 keVnr)


• DAMIC100 (g!) is currently under installation at SNOLAB


• Also look for DM-electron scatters (test LDM models)
Prospects for Upcoming DM–Electron Scattering Searches
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Figure 1. Selected near-term projections for the
DAMIC (green curves) and SuperCDMS-silicon (dark
red curves) experiments, for different ionization thresh-
olds and (background-free) exposures, as indicated. Solid
curves show the 95% C.L. exclusion reach from sim-
ple counting searches, while dashed curves show the
5�-discovery reach from annual modulation searches.
The gray shaded region shows the current XENON10
bound [31], while the shaded green region shows the es-
timated (much weaker) bound from 2012 DAMIC data
with a ⇠11-electron-hole pair threshold. The projections
for SuperCDMS-germanium (not shown) are comparable
to silicon. See §6.5 for more details. The three plots show
results for the different indicated DM form factors, corre-
sponding to different DM models.

expands on the previous calculation in [9]. Higher recoil energies for the scattered electron allow
a larger number of additional electron-hole pairs to be promoted via secondary scattering. Using
a semi-empirical understanding of these secondary scattering processes, we convert our calculated
differential event rate to an estimated event rate as a function of the number of observed electron-hole
pairs. These results will allow several experimental collaborations, such as DAMIC and SuperCDMS,
to calculate their projected sensitivity to the DM-electron scattering cross-section, given their specific
experimental setups and thresholds. It will also allow them to derive limits on this cross section in the
absence of a signal, or the preferred cross section value should there be a signal, in forthcoming data.

– 4 –

R. Essig et al., arXiv: 1509.01598

χ χ

p p-q

e- e-

N + N +X X *{ }
Figure 3. The scattering of a DM particle with a bound electron. The DM transfers momentum ~q to the target, exciting it
from the ground state X to an excited state X⇤, which can be either a higher-energy bound state or an ionized state.

relation between recoil energy and momentum transfer given in Eq. (3.1). The energy transferred to
the electron, �E

e

, can still be related to the momentum lost by the DM, ~q, via energy conservation:

�E
e

= ��E
�

��E
N

= � |m
�

~v � ~q|2
2m

�

+

1

2

m
�

v2 � q2

2m
N

= ~q · ~v � q2

2µ�N

. (3.2)

Here the �E
N

term accounts for the fact that the whole atom also recoils. In practice this term is
small, which also allows us to replace µ

�N

with m
�

. We thus define

E
e

⌘ �E
e

= ��E
�

(3.3)

as the energy transferred to the electron.2 Since an arbitrary-size momentum transfer is now possible,
the largest allowed energy transfer is found by maximizing �E

e

with respect to ~q, giving

�E
e

 1

2

µ�Nv
2 ' 1

2

eV ⇥
⇣ m

�

MeV

⌘
. (3.4)

This shows that all the kinetic energy in the DM-atom collision is (in principle) available to excite the
electron. For a semiconductor with an O(eV) bandgap, ionization can be caused by DM as light as
O(MeV).

What is the likelihood of actually obtaining a large enough q to excite the electron? This brings
us to the second major difference compared to DM-nuclear scattering: the electron is both the lightest
and fastest particle in the problem. The typical velocity of a bound electron is v

e

⇠ Z
e↵

↵, where
Z
e↵

is 1 for outer shell electrons and larger for inner shells. This is much greater than the typical DM
velocity of v ⇠ 10

�3. The typical size of the momentum transfer is therefore set by the electron’s
momentum,

q
typ

' µ
�e

v
rel

' m
e

v
e

⇠ Z
e↵

↵m
e

' Z
e↵

⇥ 4 keV . (3.5)

Returning to Eq. (3.2), the first term on the right dominates as long as m
�

is well above the bound
in Eq. (3.4). This gives a simple formula for the minimum momentum transfer required to obtain an
energy �E

e

:

q & �E
e

v
⇠ �E

e

4Z
e↵

eV
⇥ q

typ

. (3.6)

2We emphasize that Ee is the energy transferred to the electron, not its kinetic energy. Some of this energy goes
to overcoming the binding energy. As we will discuss further in §5, in semiconductors the remaining energy is rapidly
redistributed by secondary scattering processes, which can produce further electron-hole pairs.
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Diffusion 
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Figure 1: Left: Particle tracks in a DAMIC CCD. Right: WIMP detection principle.

nuclear recoils, for which measurements exist only down to 3-4 keV
r

[12, 13].

3 Progress towards DAMIC100

DAMIC was installed at SNOLAB in November 2012. Details of the initial installation
can be found elsewhere [8, 9]. Each CCD is epoxied to a high-purity Si support piece
fitted to a copper bar, which facilitates the handling of the packaged CCD and its
insertion into a slot of an electropolished copper box cooled to 100 K inside a copper
vacuum vessel (10�6 torr), see figure 2. The CCDs are connected to a vacuum interface
board (VIB) through Kapton flex cables running along the side of an 18-cm-thick
lead block hanging from the vessel flange, which shields the CCDs from radiation
produced at the VIB. The cables are glued to the support piece and covered with
copper frames. The vacuum vessel sits inside a 21 cm-thick lead castle to shield
from ambient �-rays. The innermost inch of lead comes from am ancient Spanish
galleon and has negligible content of 210Pb, strongly suppressing the background
from bremsstrahlung �s produced by 210Bi decays. A 42 cm-thick polyethylene shield
is used to moderate and absorb environmental neutrons.

In December 2014, preparations for the deployment of DAMIC100 were started. A
major modification was the installation of a new copper box with improved grounding,
as shown in figure 2(a), suited to house up to eighteen 4k⇥4k (16 Mpix), 5.8 g, 675 µm-
thick CCDs with a new package design. At that time, three 675 µm 2k⇥4k (8 Mpix)
CCDs were installed, pending packaging and testing of the 16 Mpix versions. The
background event rate level with this setup was measured to be ⇠ 50 dru (1 dru = 1
kg�1day�1keV

ee

�1), two orders of magnitude lower than in the original setup.
A series of R&D e↵orts aimed at identifying the source of the observed limiting

background have been carried out: a pressurized N2 box was installed in order to
reduce the radon in the setup. The outer copper vessel was chemically etched to
remove any contaminants that may have accrued since the time of the installation.
Radioactivity tests performed by placing ancient lead and copper shields with di↵erent

2

Figure 2: Infrastructure installed at SNOLAB. a)The DAMIC100 copper box with three
2k⇥4k (8 Mpix) CCDs in the new package. b)Components inside the vacuum vessel.
c)Vessel inside the lead castle during installation of the poliethylene shield.

surface treatments around the CCDs demonstrated problems with the electropolished
copper⇤. Wafers with a total of twenty-four 16 Mpix CCDs to be used for DAMIC100
have been acquired and are in the process of being packaged and tested. At the time
of this writing one 4k⇥4k 16 Mpix CCD with mass of 5.9 g has already been installed
at SNOLAB and preliminary tests have shown a background count rate of < 5 dru,
approaching the DAMIC100 goal.

4 Near-threshold response to �-rays and neutrons

The response of a DAMIC CCD to �-rays and fast neutrons has been studied in a
vacuum chamber at The University of Chicago. These studies have been done for the
calibration of the CCD with 24 keV neutrons produced by �-rays from a 124Sb source
impinging on a 9Be target. The configuration of the source allows to characterize
the �-ray background by replacing the beryllium with an aluminum target, which
does not produce any neutrons. Figure 3(left) shows the energy spectrum from the
background �-rays. Steps are visible corresponding to the K-shell (1.8 keV

ee

) and
L-shell (0.15 keV

ee

) electron binding energies. These correspond to the minimum
energy deposited by �-rays when scattering on electrons from the di↵erent atomic
shells. The magnitude of the vertical drops is approximately proportional to the
number of electrons in each shell. This demonstrates the capability of the detectors

⇤At the time of writing this report, the collaboration has pinned down the source of background
to impurities embeded in the copper used for the box and package holders, possibly during the
elecropolishing process.
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surface treatments around the CCDs demonstrated problems with the electropolished
copper⇤. Wafers with a total of twenty-four 16 Mpix CCDs to be used for DAMIC100
have been acquired and are in the process of being packaged and tested. At the time
of this writing one 4k⇥4k 16 Mpix CCD with mass of 5.9 g has already been installed
at SNOLAB and preliminary tests have shown a background count rate of < 5 dru,
approaching the DAMIC100 goal.

4 Near-threshold response to �-rays and neutrons

The response of a DAMIC CCD to �-rays and fast neutrons has been studied in a
vacuum chamber at The University of Chicago. These studies have been done for the
calibration of the CCD with 24 keV neutrons produced by �-rays from a 124Sb source
impinging on a 9Be target. The configuration of the source allows to characterize
the �-ray background by replacing the beryllium with an aluminum target, which
does not produce any neutrons. Figure 3(left) shows the energy spectrum from the
background �-rays. Steps are visible corresponding to the K-shell (1.8 keV
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) and
L-shell (0.15 keV
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) electron binding energies. These correspond to the minimum
energy deposited by �-rays when scattering on electrons from the di↵erent atomic
shells. The magnitude of the vertical drops is approximately proportional to the
number of electrons in each shell. This demonstrates the capability of the detectors

⇤At the time of writing this report, the collaboration has pinned down the source of background
to impurities embeded in the copper used for the box and package holders, possibly during the
elecropolishing process.
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PMT array

S1

+ PSD

position

resolution: ~cm

Running since 2013

Plans for 5 t detector

PMT mounting and filler block assembly complete

Simon JM Peeters (USussex) DEAP-3600 June 16, 2014 14 / 20

LAr: DEAP-3600  
at SNOLAB, 3.6 t

Instrumented LAr or LXe volume

Single-phase noble liquid detectors

Scintillation light in VUV region

      Jocelyn Monroe                                                                                                                                    July 28, 2015 / p. 11

Single Phase Liquid Nobles, a la Neutrinos
high light yield from 4π PMT coverage, self-shielding of liquid target, only detect scintillation 

DEAP data, event display

no electric fields = scale to large mass (O(100 T))
1) no pile-up from ms-scale electron drift in TPC
2) no recombination in E field 
but background discrimination from scintillation only!

XMASS: 832 kg LXe detector at Kamioka, running from 2013, 
upgrading PMTs to reduce backgrounds, future 5T detector.

DEAP-3600: 3.6T LAr detector at SNOLAB, commissioning
now, physics Fall 2015, project <0.6 background/3000 kg-days,
1E-46 cm2 sensitivity

In commissioning

First results in late 2015

1 x 10-46 cm2 sensitivity


LXe: XMASS  
at Kamioka, 832 kg

Jocelyn Monroe,

EPS-HEP2015
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S1

S2
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S2
S1

time

+HV

Introduction Rate modulation Bolometers Noble gases Others

Next LAr detectors

Dark Side-50 at LNGS in Italy
Two phase TPC: 50 kg active mass (33 kg FV)
Depleted argon to reduce 39Ar background
Currently commissioning the LAr detector
! first light and charge signals observed
Physics run expected for fall 2013

DEAP - Dark matter Experiment with Argon
and Pulse shape discrimination

3 600 kg LAr in single phase at SNOlab
Aim to use depleted argon
Status: in construction

* Also CLEAN detector (LAr or LNe) at SNOLab

LXe: XENON100 LXe: LUX LAr: DarkSide

LXe 
XENON100 at LNGS, LUX at SURF, PandaX at CJPL


LAr 
DarkSide-50 at LNGS, ArDM at Canfranc


Target masses between ~ 50 kg - 1 ton

Dual-phase noble liquid detectors

25
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FIG. 12: The 90% c.l. upper limit for spin-independent
isoscalar WIMP-nucleon cross section for the PandaX-I ex-
periment (red curves). Recent world results are plotted for
comparison: XENON100 225 day results [11] (black solid),
LUX first results [12] (blue), SuperCDMS results [15] (or-
ange solid), DarkSide results [14] (magenta solid), CRESST-
II 2014 limits [8] (brown dashed), and CDEX 2014 limits [17]
(solid violet). The claimed WIMP signals are shown as closed
contours: CoGeNT 2014 results (cyan solid), CDMS-II-Si re-
sults [9] (gold dashed), DAMA/LIBRA 3� contours (green
solid), and CRESST-II 2012 results (brown solid).

of 44.7GeV/c2. Under the elastic, spin-independent, and
isospin conserving WIMP-nucleon scattering model, our
limits strongly disfavor the WIMP interpretation of the
results from DAMA/LIBRA, CoGeNT, CDMS-II-Si and
CRESST-II. It is noteworthy that with our conserva-
tive treatment at low recoil energy, our results still set
a stringent limit at the low WIMP mass region, with a
tighter bound than SuperCDMS above the WIMP mass
of 7GeV/c2, and the best reported bound in the dual
phase xenon detector below a WIMP mass of 5.5GeV/c2.

The experimental sensitivity band is obtained using
the same approach as above but with hundreds of 80.1-
day background-only toy MCs based on Table IV using
prescribed PDF for each event type, from which one ob-
tains a distribution of “upper limits”. In Fig. 13, our
upper limit is overlaid with the ±1-� sensitivity band.
Consistency is observed, confirming no significant excess
over background.

To study shape related systematic uncertainties sepa-
rately 4, we performed calculations of upper limits either
by setting PDE and EEE both at +1� or �1�. The re-
sulting limits are overlaid in Fig. 13. As expected, the
higher e�ciency would lead to tighter bounds in the low

4 The shape systematics could also be introduced into the fitter
via nuisance parameters. However, to explicitly show the size of
the e↵ects and to simplify the fitter computation, we chose to
apply these systematic variations “by hand”.

mass region and vice versa. The (more aggressive) upper
limit obtained with dark matter PDFs generated from
the NEST-1.0 model is very close to that with the +1�
PDE/EEE. These are sizable influences but are compa-
rable with the sensitivity band, therefore do not change
the main conclusion of our results.
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LUX 2013
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FIG. 13: PandaX-I WIMP search limit from the data (red
line) overlaid with the ±1� sensitivity band obtained from
toy MC (yellow) as well as the alternative upper limits using
either +1� or �1� values for the PDE and EEE, but with
the same NEST-0.98 model. For comparison, a few world
leading limits for the low mass WIMP are plotted: LUX
first results [12] (blue), SuperCDMS results [15] (orange), and
CRESST-II 2014 limits [8] (brown dashed).

CONCLUSION AND OUTLOOK

In summary, we report the low-energy dark matter
search results with the 54.0⇥80.1 kg-day full exposure of
the PandaX-I experiment. In this analysis, compared to
the first results, we made a number of improvements in
signal identification, background classification and rate
and shape estimates, a realistic treatment on the e�-
ciency for very low recoil energy events, as well as profile
likelihood ratio fits to obtain the final WIMP search limit.
Observing no significant excess over background, our re-
sults strongly disfavor the WIMP interpretation of the
results from DAMA/LIBRA, CoGeNT, CDMS-II-Si and
CRESST-II. Our bound is tighter than that from Super-
CDMS above the WIMP mass of 7GeV/c2, and is the
lowest reported limit below a WIMP mass of 5.5GeV/c2

in xenon dark matter experiments to date, showing that
liquid xenon detectors can be competitive for low-mass
WIMP searches.
The results from PandaX-I are crucial in guiding the

future development of the PandaX program. The sec-
ond phase experiment, PandaX-II, constructed with a
liquid xenon target of 500 kg sensitive mass and lower
background materials for the cryostat and TPC, is un-

Liquefied noble gases: recent results
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DarkSide-50: factor 1.4 x 103 depletion of 39Ar
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FIG. 4. Left: Distribution of events in the f90 vs S1 plane which survive all quality and physics cuts (including veto cuts).
Shaded blue with solid blue outline: WIMP search region. Percentages label the f90 acceptance contours for NRs, drawn
by connecting points (shown with uncertainties) at which the acceptance was determined from the corresponding SCENE
measurements. Lighter shaded blue with dashed blue line show that extending the WIMP search region to 99% f90 NR
acceptance is still far away from ER backgrounds. Right: Distribution of events in the f90 vs S1 plane which survive all quality
and physics cuts, and which in addition survive a radial cut and a S2/S1 cut (see text).

The WIMP search region for the present exposure is
shown in Fig. 4, with the events passing all TPC and
veto cuts described above. We observe no event within
the WIMP search region in the present exposure.

We can compare the observed number of “neutron
events”—events within the WIMP search region that
pass the TPC cuts and are accompanied by veto signals—
with our MC prediction. We do not observe any neutron
events in the present exposure. In the previous AAr ex-
posure we observed two. One of the AAr neutron events
was classified as cosmogenic based on its WCD and LSV
signals. Combining the two exposures, we observe 1 ra-
diogenic neutron event in 118 live-days of data, which
is in agreement with our MC prediction of (2± 2) events.
MC simulations for the UAr exposure predict that < 0.02
radiogenic neutrons would produce events in the TPC
and remain un-vetoed. The un-vetoed cosmogenic neu-
tron background is expected to be small compared to the
radiogenic neutron background [10].

Dark matter limits from the present exposure are
determined from our WIMP search region using the
standard isothermal galactic WIMP halo parame-
ters (vescape=544 km/s, v0=220 km/s, vEarth=232 km/s,
⇢dm=0.3GeV/(c2 cm3), see [1] and references cited
therein). Given the background-free result shown above,
we derive a 90% C.L. exclusion curve corresponding to
the observation of 2.3 events for spin-independent inter-
actions. When combined with the null result of our pre-
vious AAr exposure, we obtain a 90% C.L. upper limit
on the WIMP-nucleon spin-independent cross section of
2.0⇥ 10�44 cm2 (8.6⇥ 10�44 cm2, 8.0⇥ 10�43 cm2) for a
WIMP mass of 100GeV/c2 (1TeV/c2, 10TeV/c2). Fig. 5
compares these limits to those obtained by other experi-
ments.

The DarkSide-50 detector is currently operating and
accumulating exposure in a stable, low-background con-
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FIG. 5. Comparison of spin-independent WIMP-nucleon
cross section 90% C.L. exclusion plot for the DarkSide-50
AAr (dotted red) and UAr campaign (dashed red), and
combination of the UAr and AAr [1] campaigns (solid
red). Also shown are results from LUX [24] (solid black),
XENON100 [25] (dashed black), CDMS [26] (solid green),
PandaX-I [27] (dotted black), and WARP [28] (magenta).

figuration with the characteristics described above. We
plan to conduct a 3 yr dark matter search. Fur-
ther planned improvements include increased calibration
statistics, improvements in data analysis, and improved
understanding of non-39Ar backgrounds. Fig. 4 (right)
demonstrates available improvements in background re-
jection, which we did not utilize in this analysis. When
adding xy fiducialization (requiring the reconstructed ra-
dius to be less than 10 cm) and also an S2/S1 cut (requir-
ing that S2/S1 be lower than the median value for NRs),
we obtain an even greater separation between the events
surviving the selection and the previously defined WIMP
search region. Should a signal appear in the region of in-
terest, the S2/S1 parameter would provide a powerful
additional handle in understanding its origin.
The DarkSide-50 Collaboration would like to thank

LNGS laboratory and its sta↵ for invaluable tech-
nical and logistical support. This report is based
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of their subsequent capture. Neutron capture in the scin-
tillator occurs predominantly on 10B and 1H, with esti-
mated probabilities for the current TMB concentration
of ⇠92% and ⇠8%, respectively. Neutron capture on
10B in the TMB can occur through two channels [19]:

10B+ n ! ↵ (1775 keV) + 7Li (BR: 6.4%)
10B+ n ! ↵ (1471 keV) + 7Li⇤ (BR: 93.6%)

7Li⇤ ! 7Li + � (478 keV)

The scintillation light from ↵ and 7Li of the g.s. chan-
nel is quenched to 25 to 35PE, while the 478 keV �-ray
accompanying the 7Li* channel gives at least 240PE.
These signals are both well above the LSV analysis
threshold of a few PE. Using AmBe data we have mea-
sured the time distributions for both capture channels
relative to the 4.4MeV �-ray which accompanies 56%

of neutrons [20]. These are exponentials with time con-
stants of 22 µs, consistent with the expected capture life-
time at the current TMB concentration. From AmBe
data and MC simulations, we estimate a detection e�-
ciency of ⇠99.2% for radiogenic neutrons coming from
detector components when using only the neutron cap-
ture signals without the thermalization signal. The main
detection ine�ciency is due to a fraction of the neutron
captures on 1H in which the 2.2MeV de-excitation �-ray
is fully absorbed in inert materials rather than in the
scintillator. Due to the prompt �-rays present with the
AmBe neutrons, we have not yet been able to quantify
the detection e�ciency for the thermalization signal, but
this fast signal should give a further gain in e�ciency.

The signals from the TPC PMTs are bu↵ered and split,
with one signal sent to waveform digitizers and the other
signal discriminated with a 0.6PE threshold to produce
logic signals for the event trigger. The TPC event trigger
for the UAr campaign is a simple majority trigger requir-
ing a threshold number of channels to present hits within
a 100 ns window. The threshold was set to 3 channels for
the first 20% of the data taking, before being reduced to
2 channels to study a peak found at 2.7 keV, due to 37Ar
decay [17]. The initial strength and decay of this peak are
consistent with estimates of cosmic ray activation while
the UAr was above ground [21]. Due to the short live-
time, this activity is not a concern but can be exploited
as a valuable calibration source at very low energy. At
either threshold the trigger e�ciency is essentially 100%
for NRs in our WIMP search region. Once a trigger is
generated, the waveform digitizers record 440µs of data,
larger than the maximum drift time of the TPC (376µs).

We performed a non-blind physics analysis, where the
LAr TPC event selection and data analysis procedures
were intentionally kept as similar as possible to those of
Ref. [1]. Data quality cuts are applied to remove UAr

DarkSide-50, arXiv:1510.00702
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New XENON100 results

• Dark matter particles interacting with e-


• XENON100’s ER background lower than DAMA modulation amplitude


➡search for a signal above background in the ER spectrum
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FIG. 1: Fig. 1. Conceptual illustration of the anal-
ysis. Shown is the DAMA/LIBRA rate (red) [20] with
the modulated rate in (2 � 6) keV from the fit parameters
in [4] (dark red). The distribution of the XENON100 live
time (blue) is indicated with its average background rate of
5.3 events/(keV · tonne · day), which shows dents due to main-
tenance or calibration campaigns. The region between the
dashed lines (green) indicates the 70 summer live days where
the modulated signal is expected to be largest.

We interpret data from the XENON100 detector that
were acquired between February 28, 2011 and March 31,
2012 for a total exposure of 224.6 live days and 34 kg fidu-
cial mass. We have previously searched this data set for
spin-independent [14] and spin-dependent [15] WIMP-
induced nuclear recoils as well as for axion-induced elec-
tronic recoils [16]. XENON100 is located in the Gran
Sasso underground laboratory. It consists of a liquid
xenon target that is operated as a low-background time
projection chamber [17]. Each particle interaction re-
sults in two signals: The prompt scintillation signal
(S1) is used here for energy estimation, and the de-
layed ionization signal (S2) allows for 3D vertex recon-
struction. Data reduction is performed in order to se-
lect single-scatter low-energy (< 10 keV) recoils in the
fiducial volume, while retaining maximal detector e�-
ciency [16, 18]. At low energies, the remaining back-
ground of XENON100 is dominated by forward-scattered
Compton events, resulting in a flat spectrum with a
rate of 5.3 events/(keV · tonne · day) in the fiducial vol-
ume [19] (File A1). This rate is more than two or-
ders of magnitude lower than the average background
rate of about 1019 events/(keV · tonne · day) reported by
DAMA/LIBRA in the same energy interval [20, 21], and
even smaller than their reported annual modulation am-
plitude of (11.2 ± 1.2) events/(keV · tonne · day) [4]. Be-
cause the DAMA/LIBRA collaboration has not pub-
lished the composition of their background at low en-
ergies, we test the minimum dark matter signal that
would be required to cause the observed modulation. In
this scenario, the constant spectrum is fully attributed
to background, and only the modulated part itself is at-
tributed to a 100% modulated dark matter signal as illus-
trated in (Fig. 1). We ignore the practical di�culties of

realizing such a highly modulated signal [3, 22] but con-
servatively consider it as the case that is most challenging
to exclude. The dark matter-induced rate would then be
zero on December 2nd, and twice the measured modula-
tion amplitude on June 2nd. It follows that there is an
optimized time interval to consider for best sensitivity.
To find this interval, the signal expected in XENON100
was simulated for di↵erent time intervals centered around
June 2nd. We take into account uncertainties from count-
ing statistics in XENON100 and DAMA/LIBRA, as well
as the systematic uncertainty from the conversion of keV
energy into S1 [16]. The optimum time interval is found
to be 70 live days around June 2nd, roughly correspond-
ing to April 2011–August 2011 (Fig. 1) as indicated. Our
expected sensitivity varies by less than 0.1� with changes
of this interval of ±40 live days. A dedicated analysis of
the time stability of XENON100 electron recoil data will
be presented elsewhere [23].

WIMP axial-vector coupling to electrons: A
relativistic treatment of dark matter-electron scatter-
ing shows that keV-scale electronic recoils can only be
induced by dark matter particles with masses m� &
1GeV/c2 scattering inelastically o↵ electrons with mo-
menta on the order of MeV/c [11, 24].A qualitatively sim-
ilar result is obtained by a simple non-relativistic treat-
ment of elastic two-body scattering. As shown in [11],
even if the dark matter has tree-level (first-order) interac-
tions only with leptons, loop-induced dark matter-hadron
interactions dominate the experimental signatures and
make the usual exclusions based on nuclear recoil analy-
ses applicable. Thus, we consider here axial-vector ~A⌦ ~A
couplings between dark matter and leptons, since in this
case, loop contributions vanish, while the WIMP-electron
coupling is not suppressed by additional small factors of
velocity v or mass ratio me/m�.
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FIG. 2: Fig. 2. Calculated ratio of the di↵erential rates
in xenon and sodium iodide for inelastic WIMP-electron scat-
tering through axial-vector coupling. The structures around
1 and 5 keV are owing to the small di↵erence in the binding
energies of the 3s and 2s shells in xenon and iodine.

We use equation (30) in [11], with an additional fac-
tor of 2 to account for electron occupancy from spin, to
calculate the di↵erential rate for WIMP-electron scatter-
ing (File A2). The expected rate includes a sum over
the atomic shells of the target, and for each shell, inte-
grates the momentum wave function of the electrons to

3

get the contribution at a given recoil energy. Given the
requirement that the energy deposited in the detector
must be more than the binding energy of the electron,
the largest contribution to the rate in a sodium iodide
target comes from the 3s shell of iodine. The contribu-
tions from sodium are two orders of magnitude smaller.
The momentum-space wave functions for xenon atoms
and iodine anions are nearly identical as a result of their
similar electron structure. This has the important con-
sequence that a comparison between sodium iodide and
xenon is independent of the dark matter halo. The ratio
of the calculated di↵erential rates in xenon and sodium
iodide are shown in Fig. 2 as a function of deposited en-
ergy, considering the full shell structure. This ratio has
negligible dependence on the WIMP mass.

We contrast the DAMA/LIBRA signal, interpreted as
WIMPs coupling to electrons through axial-vector inter-
actions, with XENON100 data. The energy spectrum of
the modulation amplitude [4] is multiplied by the energy-
dependent ratio from Fig. 2 and by a constant factor of
1.88, which accounts for the time integral of the mod-
ulated signal that is expected in our 70 summer live
days (Fig. 1). The deposited electronic recoil energy in
XENON100 is estimated from the S1 signal, measured
in photoelectrons (PE), using the NESTv0.98 model [25]
which consistently fits the available data [26–29]. The
energy scale, shown in [16], includes a systematic un-
certainty that decreases from 20% to 7% from 1 keV to
10 keV, reflecting the spread and uncertainties in the
measurements. The S1 generation is modelled as a Pois-
son process and the PMT resolution is taken into account
in order to obtain the predicted XENON100 S1 spectrum
from the scaled energy spectrum [18]. Our resolution is a
factor 2 worse than that of DAMA/LIBRA; the feature
at 5.2 keV in Fig. 2 is lost in this process.

The converted DAMA/LIBRA and measured
XENON100 energy spectra are shown in Fig. 3.
Part of the DAMA/LIBRA signal is expected to be
seen below 2 keV due to the finite energy resolution of
XENON100. The uncertainty in the converted signal
includes both the statistical uncertainty in the original
DAMA/LIBRA energy spectrum [4] as well as the
uncertainties from our energy conversion. The electronic
recoil cut acceptance, shown in [16], was applied to the
converted DAMA/LIBRA spectrum. The uncertainty
shown in the XENON100 data is statistical.

The energy region to determine the level of exclusion
was chosen starting at the threshold of 3 PE [14] to
the point where the DAMA/LIBRA signal falls below
the expected average XENON100 rate (cyan in Fig.3,
calculated using a flat spectrum background model and
scaled for the live time of the data set), which is at
14 PE, corresponding to (2.0–5.9) keV. Taking system-
atic uncertainties into account, a simple comparison of
the integral counts in this energy interval excludes the
DAMA/LIBRA signal as axial-vector coupling between
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FIG. 3: Fig. 3. Contrasting XENON100 data with
DAMA/LIBRA. The DAMA/LIBRA modulated spectrum
(red), interpreted as WIMPs scattering through axial-vector
interactions, as it would be seen in the XENON100 detector.
The 1� band includes statistical and systematic uncertain-
ties. The DAMA/LIBRA modulated spectrum interpreted as
luminous dark matter is very similar, whereas the interpreta-
tion as mirror dark matter is indicated separately (dark red).
The (blue) data points are XENON100 data from the 70 sum-
mer live days with their statistical uncertainty. The expected
average XENON100 rate is also shown (dashed cyan). The
shaded region from (3–14) PE was used to quantify the con-
fidence level of exclusion.

WIMPs and electrons at 4.4� significance level, even con-
sidering all events from the well-understood XENON100
background [19] as signal candidates. To be consistent
with previous analyses [16], the same data selection cuts
were applied. The exclusion remains unchanged if we
only impose a minimum set of requirements, namely that
events have a single scatter in the fiducial volume with
a prompt S1 and delayed S2 signal in the correct energy
range. Furthermore, the exclusion stays above 3� confi-
dence level even if we consider a 4.5� downward deviation
in the measured data points [26–28] that are used to set
the energy scale, or if we set the light yield in xenon to
zero below 2.9 keV, in contradiction with direct measure-
ment [27, 28].

A profile likelihood analysis [30, 31] was performed to
constrain the cross section �0

�e ⌘ G2m2
e/⇡ for WIMPs

coupling to electrons through axial-vector interactions.
To this end, we drop the assumption of a 100% mod-
ulated rate and use the entire 224.6 live days data set.
Fully analogous to [16], we use the same energy range and
background likelihood function, derived from calibration
data. We do not consider energy depositions below 1 keV,
the lowest directly measured data point in [27]. The re-
sulting XENON100 exclusion limit (90% confidence level)
is shown (Fig. 4) along with the 1�/2�-sensitivity bands
based on the background-only hypothesis. It excludes
cross-sections above 6 ⇥ 10�35 cm2 for WIMPs with a
mass of m� = 2GeV/c2. This is more than 5 orders of
magnitude stronger than the one derived in [11] based on

DAMA/LIBRA modulated spectrum as would be seen 
in XENON100 (for axial-vector WIMP-e- scattering)

Consider the 70 days with the largest signal

 XENON collaboration, arXiv: 1507.07747, Science 349, 2015
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XENON100 excludes leptophilic models
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FIG. 4: Fig. 4. Parameter space for WIMPs coupling
to electrons through axial-vector interactions. The
XENON100 upper limit (90% confidence level) is indicated
by the blue line, along with the green/yellow bands indicat-
ing the 1�/2� sensitivity. For comparison, we also show the
DAMA/LIBRA allowed region (red) and the constraint from
Super-Kamiokande (SK) using neutrinos from the Sun, by
assuming dark matter annihilation into ⌧ ⌧̄ or ⌫⌫̄, both calcu-
lated in [11].

data from the XENON10 detector, completely excludes
the DAMA/LIBRA signal, and sets the strongest direct
limit to date on the cross section of WIMPs coupling to
electrons through axial-vector interactions.For compari-
son, we also show the DAMA/LIBRA allowed region and
the constraint from Super-Kamiokande using neutrinos
from the Sun, by assuming dark matter annihilation into
⌧ ⌧̄ or ⌫⌫̄, both calculated in [11]. The XENON100 data
completely excludes the DAMA/LIBRA signal and sets
the strongest direct limit to date on the cross section of
WIMPs coupling to electrons through axial-vector inter-
actions, excluding cross-sections above 6⇥ 10�35 cm2 for
WIMPs with a mass of m� = 2GeV/c2.

Kinematically Mixed Mirror Dark Matter: It
has been suggested that multi-component models with
light dark matter particles of ⇠MeV/c2 mass might ex-
plain the DAMA/LIBRA modulation [32]. A specific ex-
ample of such a model, kinematically mixed mirror dark
matter [33], was shown to broadly have the right proper-
ties to explain the DAMA/LIBRA signal via dark matter-
electron scattering. In this model, dark matter halos are
composed of a multi-component plasma of mirror parti-
cles, each with the same mass as their standard model
partners. The mirror sector is connected to the normal
sector by kinetic mixing of photons and mirror photons at
the level of ⇠ 10�9, which provides a production mech-
anism for mirror dark matter and a scattering channel
with ordinary matter. While mirror hadrons would not
induce nuclear recoils above threshold, mirror electrons
(m0

e = 511 keV/c2) would have a velocity dispersion large
enough to induce ⇠keV electronic recoils.

The di↵erential scattering rate of mirror electrons is
proportional to gNne0 , where g is the number of loosely-
bound electrons, assumed to be those with binding en-

ergy < 1 keV [33], N is the number of target atoms
and ne0 is the mirror electron density.The detector-
dependent quantities are N and g. In order to com-
pare DAMA/LIBRA directly with XENON100, we ap-
ply a constant scaling of gXe/gNaI · NXe/NNaI = 0.89 to
the DAMA/LIBRA spectrum and use the same proce-
dure as in the case of axial-vector coupling: We again
consider only the DAMA/LIBRA modulation signal, use
the 70 summer live days, model scintillation in liquid
xenon as described previously, and simply compare in-
tegral counts up to the point where the DAMA/LIBRA
signal falls below the expected average XENON100 back-
ground data rate (at 13 PE), without background sub-
traction. This excludes the DAMA/LIBRA signal as
kinematically mixed mirror dark matter at 3.6� confi-
dence level.
Luminous Dark Matter: The third model we con-

sider is Luminous Dark Matter [34], featuring a dark mat-
ter particle with a ⇠keV mass splitting between states
connected by a magnetic dipole moment operator. The
dark matter particle upscatters in the Earth and later de-
excites, possibly within a detector, with the emission of
a real photon. The experimental signature of this model
is a mono-energetic line from the de-excitation photon.
A mass splitting � = 3.3 keV provides a good fit to the
DAMA/LIBRA signal [34] which would be explained as
scattering of a real photon from the de-excitation of a
⇠GeV/c2 dark matter particle that is heavy enough to
undergo upscattering, but light enough to evade detec-
tion in other direct searches.

This signature is independent of the target material;
only the sensitive volume a↵ects the induced event rate.
As rates are typically given per unit detector mass, scal-
ing to volume is inversely proportional to target density.
We thus apply a constant scaling factor to the di↵er-
ential rate in DAMA/LIBRA which is the ratio of the
target densities ⇢NaI/⇢Xe = 1.29 in order to compare
it to XENON100. Proceeding as in the previous two
cases, we exclude the DAMA/LIBRA signal as luminous
dark matter at 4.6� confidence level. Together with the
other two exclusions presented above, this robustly rules
out leptophilic dark matter interactions as cause for the
DAMA/LIBRA signal.
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• Dark matter particles interacting with e-


1. No evidence for a signal


2. Exclude various leptophilic models as explanation for DAMA/LIBRA

 XENON collaboration, arXiv: 1507.07747, Science 349, 2015



New XENON100 results

• Dark matter particles interacting with e-


1.search for periodic variations of the ER rate in the 2-6 keV region


2.no periodic signal with DAMA/LIBRA phase & amplitude found

Electronic recoil event rate in 34 kg LXe for 
single-scatters versus time (many other detector 
parameters monitored as well)

1. XENON collaboration, arXiv: 1507.07748 (accepted in PRL)
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Hence the study of the data in Fig. 3 was limited to peri-
ods between 7 and 500 days. Adding the previous 100.9
live days of data [22] to this analysis does not consid-
erably increase the significance of the study due to its
higher background rate from 85Kr and the uncertainty
therein.

In addition to the un-binned PL analysis, a �2-test
following [23] and a Lomb-Scargle (LS) periodogram [24]
were carried out using binned data. For both tests, a
strong binning dependence of the result is observed. This
dependence, as well as the unavoidable information loss
when using any bin-dependent method, limits the power
of these tests compared to the un-binned PL analysis.
This fact must be taken into account when using the data
in Fig. 1 (f) for further analysis. Nevertheless, the local
and global significances are in agreement with the results
of the PL analysis and the tests provide a consistency
check.

WIMP interactions in the LXe are expected to produce
single-scatter events. The PL spectrum of the single-
scatter data covering the DAMA/LIBRA energy region
(2.0�5.8 keV) is shown in the top panel of Fig. 3. A rise in
significance is observed at long periods with a local signif-
icance of 2.8� at one year and a global significance below
1� for all periods. MC simulations with P = 100 days in
Fig. 2 show that the rise of significance at large periods
in the measured data is not an artifact of the statistical
method.

Low-E multiple-scatter events are used as a
background-only control sample. The PL spectrum
(middle panel of Fig. 3) shows a rise in significance at
long periods, similar to that for single-scatters, with
a local significance of 2.5� at one year and a global
significance below 1� at all periods.

As WIMPs are expected to produce signals primar-
ily at low-E, the higher energy range (5.8 � 10.4 keV)
is used as a sideband control sample. In addition,
DAMA/LIBRA did not observe a modulation above
6 keV. The PL spectrum (bottom panel of Fig. 3) shows
no prominent rise in significance at long periods, in con-
trast to that seen at low-E, and the local significance is
1.4� at one year.

The best-fit parameters and uncertainties are deter-
mined from PL scans. For an assumed annual modula-
tion signal (fixing P = 365.25 days) in the low-E single
scatter data, we obtain C

1

= (5.5 ± 0.6) events/(keV ·
tonne · day) (for reference, C

0

= 6.0 events/(keV · tonne
· day)), A = (2.7 ± 0.8) events/(keV · tonne · day), and
� = (112 ± 15) days, peaked at April 22. Fig. 4 shows
the corresponding confidence level contours as a function
of modulation amplitude and phase. The simulations
in Fig. 2 show that the rise in significance at long peri-
ods in the low-E single- and multiple-scatter data could
be explained by a modulating component with a period
&300 days. However, the best-fit phase disagrees with
the expected phase from a standard dark matter halo
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FIG. 4: The XENON100 best-fit, 95% and 99.73% confi-
dence level contours as a function of amplitude and phase
relative to January 1, 2011 for period P = 1 year. The
expected DAMA/LIBRA signal with statistical uncertainties
only and the phase expected from a standard dark matter
(DM) halo are overlaid for comparison. Top and side panels
show �2 log(L1/Lmax

) as a function of phase and amplitude,
respectively, along with two-sided significance levels.

(152 days) at a level of 2.5� based on the 1D PL scan
as shown in top panel of Fig. 4. Furthermore, the rise in
significance at long periods is evident in both single- and
multiple-scatter data, also disfavoring a WIMP interpre-
tation. Allowing the parameter K to float freely to un-
physical negative values, given the measured 85Kr level,
decreases the significance of large periods and strength-
ens the exclusion limit discussed below.
The XENON100 data can constrain the dark mat-

ter interpretation of the annual modulation observed
by DAMA/LIBRA, as shown in Fig. 4, for certain
models producing ERs. Such constraints were pre-
viously imposed using the average ER event rate in
XENON100 [10]. Here we use the full time-dependent
rate information to directly compare with the expected
DAMA/LIBRA annual modulation signal in our detec-
tor. The expected S1 spectrum in XENON100 is de-
rived from the DAMA/LIBRA residual modulation spec-
trum (Fig. 8 in [4]) following the approach described
in [10], assuming the signals are from WIMP-electron
scattering through axial-vector coupling [9, 10]. The ex-
pected annual modulation amplitude in the low-E range
in XENON100 is then calculated as (11.5 ± 1.2(stat) ±
0.7(syst)) events/(keV · tonne · day), with statistical
uncertainty from the reported DAMA/LIBRA spectrum
and systematic uncertainty from the energy conversion in
XENON100. To compare this expected signal with our
data, the phase � in Eq. (1) is set to (144 ± 7) days [4],
constrained by an additional Gaussian term, L�, in Eq. 2.
The resulting PL analysis of our data disfavors the ex-
pected DAMA/LIBRA annual modulation at 4.8�.
In summary, XENON100 has demonstrated for the

first time that LXe dual-phase time projection cham-

Disfavour interpretation of DAMA/LIBRA annual 
modulation signal as due to WIMP-e- axial-
vector scattering at 4.8 sigma



• Under construction: XENON1T/nT (3.3 t/ 7t LXe) at LNGS 

• Proposed LXe: LUX-ZEPLIN 7t (approved), XMASS 5t LXe


• Proposed LAr: DarkSide 20 t LAr, DEAP 50 t LAr


• Design & R&D studies: DARWIN 30-50 t LXe; ARGO 150 t LAr

XENON1T: 3.3 t LXe LZ: 7t LXe DARWIN: 50 t LXe

da
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ch

XMASS%project 

��

• !In!this!slide,!I’d!like!to!explain!our!XMASS!project!at!Kamioka!observatory!in!
Japan.!
• !Our!Binal!goal,!a!ten!ton!scale!detector!of!XMASSE2!will!cover!multiple!purposes!
such!as!dark!matter,!pp!solar!neutrino!and!0ν2β!decay.!
• !Refurbishment!of!XMASSEI!will!be!completed!in!this!autumn!and!XMASSE1.5!is!
planed!to!start!in!2015.!They!are!mainly!for!dark!matter!search.!
• !Commissioning!data!of!XMASSEI!was!taken!from!Nov.!2010!to!May.!2012.!!

Y.#Suzuki,#hep-ph/0008296#

XMASS: 5t LXe

DarkSide 50june 27, 2013 p. 21

Darkside 5000

● R&D and engineering for ton-scale experiment 
"DS G2" with 5t liquid Argon (active volume) and 
a sensitivity of 2·10-47 cm2

● reuse same neutron veto + water Cherenkov veto

DarkSide: 20 t LAr

LZ$
Concept$

Liquid$Xenon:$$
48X$LUX$Fiducial$

Gd`LAB$(Daya$Bay)$Gd`LAB$(25$tonne)$2/28/14$ Harry$Nelson$for$LZ$ 10/23$

Future noble liquid detectors

30



The XENON1T experiment
• Under construction at LNGS since autumn 2013; commissioning planned for late 2015


• Total (active) LXe mass: 3.3 t (2 t), 1 m electron drift, 248 3-inch PMTs in two arrays


• Background goal: 100 x lower than XENON100 ~ 5x10-2 events/(t d keV)

XENON1T at LNGS

XENON1T at LNGS

1 ton fiducial volume out of ⇠3 ton LXe
Goal to reach 2⇥ 10�47 cm2

Construction started in 2013 at LNGS
Water tank, cryostat & cryosystem installed
Gas and storage systems commissioning

Commissioning in summer 2015

Detector design
Background requirement:
<1 event in ⇠ 2 years
1 m electron-drift and 100 kV
HV demonstrated

XENON1T TPC design

Teresa Marrodán Undagoitia (MPIK) PMTs München, 04/2015 9 / 21



XENON1T: status of construction work
• Water Cherenkov shield built and instrumented


• Cryostat support, service building, electrical plant completed


• Several subsystems (cryostat, cryogenics, storage, purification, cables & fibres, pipes ) installed/
being tested underground

DPG 2015 Melanie  Scheibelhut 8/18

Inside the Sphere

8 fins inside the sphere

Transfer of the cooling temperature into the
sphere

DPG 2015 Melanie  Scheibelhut 9/18

Nitrogen Circuit around the inner 
Sphere

16 nitrogen lines around the inner sphere

The Lines are bent and welded on the
sphere

Construction Milestones

Mayra Cervantes The XENON Collaboration May 19, 2015 24 / 26



The XENON1T inner detector

The TPC

• PMTs tested at cryogenic temperatures; now arrays under final assembly


• TPC assembly and cold tests completed; installation at LNGS in October/November 2015

1 ton fiducial
3 t total
@180K

127  3’’ sensors top

121  3’’ sensors top

PMT array, bases & cables TPC assembly, cool down tests 



The XENON1T inner detector
• PMTs tested at cryogenic temperatures; now arrays under final assembly


• TPC assembly and cold tests completed; installation at LNGS in October/November 2015

see xenon1t.org

http://xenon1t.org


Bubble chambers

• Detect single bubbles induced by high dE/dx NRs in superheated liquid target:


• acoustic and visual readout; measure integral rate above threshold


• large rejection factor (~1010) for MIPs; scalable to large masses; high spatial granularity


• New results: PICO-2L (PICASSO + COUP), 2.9 kg C3F8 target, best SD WIMP-proton limit


• PICO-60L to run in 2015; proposed: PICO-250L C3F8 target at SNOLAB

EPJ Web Conf. 95 (2015) 04020

Figure 5: An illustration of PICO-250L with a visible pressure chamber submerged in the water bath.

ton scale dark matter detectors. Filled with 250 kg of C3F8 (though the active liquid can be changed
anytime), PICO-250L has the potential to be the leading experiment in the spin-dependent sector (as
well as spin-independent sector in case of low-mass WIMPs) of direct dark matter searches as it has
been the case with PICASSO and COUPP. Their published and expected 90% C.L. limit plots for
spin-dependent and spin-independent cross-sections are presented in Fig. 6.

Figure 6: The previously reported limits (full lines) as well as theoretical models (dashed lines) of
PICASSO, COUPP and PICO limits on spin-dependent (left) and spin-independent (right) WIMP
elastic scattering. The real measurements from PICASSO, COUPP-60 and PICO-2L will be published
in near future.

ICNFP 2014

04020-p.7

observed at 4.4 and 8.1 keV. All 12 candidate events were
hand scanned and found to be well reconstructed, bulk
events.
In [7], WIMP-candidate events were observed exhibiting

correlations with events in previous expansions, and the
candidate events in PICO-2L exhibit similar correlations.
To explore this anomaly further, simulated events with
random timing are populated into the actual data to model
the expected timing distribution of a potential WIMP
signal. Figure 5 shows the cumulative distribution function
(CDF) of the time to previous non-timeout (TPNT) for a
randomly distributed sample, along with the TPNT for each
candidate event at 3.2 keV. A Kolmogorov-Smirnov test
comparing the two samples returns a p value of 0.04 that
they are drawn from the same distribution. Given these
results, the candidate events are not treated as evidence for a
dark matter signal but instead as an unknown background.
Studies are now underway to test hypotheses for the source
of these events.
The correlation of the candidate events with previous

bubbles can be used to set a stronger constraint on WIMP-
nucleon scattering by applying a cut on TPNT. Since there
is no valid basis for setting the cut value a priori, a method
based closely on the optimum interval method [22] is used
to provide a true upper limit with TPNT cuts for each

WIMP mass optimized simultaneously over all four oper-
ating thresholds. The optimum cuts remove all 12 candidate
events at each WIMP mass, while retaining 49%–63% of
the efficiency weighted exposure, with the range due to
changes in the relative weighting of the four threshold
conditions for different WIMP masses. If the optimum cuts
had simply been set a posteriori, without applying the
tuning penalty inherent in the optimization method, the
cross section limits would be a factor of 1.2–2.4 lower than
reported here, with the bigger factor applying to higher
WIMP masses.
The limit calculations assume the standard halo

parametrization [23], with ρD ¼ 0.3 GeV c−2 cm−3, vesc ¼
544 km=s, vEarth ¼ 232 km=s, v0 ¼ 220km=s, and the
spin-dependent parameters from [24], and the resulting
90% C.L. limit plots for spin-independent WIMP-nucleon
and spin-dependent WIMP-proton cross sections are pre-
sented in Figs. 7 and 6. Using the same parameters as in
[23] would yield approximately 5%–20% stronger limits
depending on the WIMP mass. The results shown here
represent the most stringent constraint on SDWIMP-proton
scattering from a direct detection experiment and the first
time supersymmetric parameter space has been probed by
direct detection in the SD-proton channel (e.g., the purple
region, taken from [25]).

The PICO Collaboration would like to thank SNOLAB
and its staff for providing an exceptional underground
laboratory space and invaluable technical support. This
material is based upon work supported by the U.S.
Department of Energy, Office of Science, Office of
High Energy Physics under award DE-SC-0012161.
Fermi National Accelerator Laboratory is operated
by Fermi Research Alliance, LLC under Contract

FIG. 6 (color online). The 90% C.L. limit on the SD WIMP-
proton cross section from PICO-2L is plotted in red, along with
limits from COUPP (light blue region), PICASSO (dark blue),
SIMPLE (green), XENON100 (orange), IceCube (dashed and
solid pink), SuperK (dashed and solid black), CMS (dashed
orange), and ATLAS (dashed purple) [7,9,10,26–30]. For the
IceCube and SuperK results, the dashed lines assume annihilation
to W pairs while the solid lines assume annihilation to b quarks.
Comparable limits assuming these and other annihilation channels
are set by the ANTARES, Baikal, and Baksan neutrino telescopes
[31–33]. The CMS and ATLAS limits assume an effective field
theory, valid for a heavy mediator. The purple region represents
parameter space of the constrained minimal supersymmetric
model of [25].

FIG. 7 (color online). The 90% C.L. limit on the SI WIMP-
nucleon cross section from PICO-2L is plotted in red, along with
limits from PICASSO (blue), LUX (black), CDMS-lite and
SuperCDMS (dashed purple) [9,34–36]. Similar limits that are
not shown for clarity are set by XENON10, XENON100, and
CRESST-II [37–39]. Allowed regions from DAMA (hashed
brown), CoGeNT (solid green), and CDMS-Si (hashed pink)
are also shown [40–42].

PRL 114, 231302 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
12 JUNE 2015

231302-5

PRL 114, 231302 (2015)

PICO-2L n-calibration 35



Directional detectors

• R&D on low-pressure gas detectors to measure the recoil direction 
(~30º resolution), correlated to the Galactic motion towards Cygnus


• Challenge: good angular resolution + head/tail at 30-50 keVnr


• One common technology to be proposed in 2016

DMTPC, MIT 
Optical and charge readout 
CF4 gas 
commissioning 1 m3 module

NEWAGE, Kamioka 
CF4 gas at 0.1 atm 
50 keV threshold

DRIFT, Boulby Mine 
1 m3, negative ion drift 
CS2 +CF4 gas

MIMAC 100x100 mm2 
5l chamber at Modane 
CF4 gas

MIMAC (MIcro-tpc MAtrix of Chambers) 

Strategy :  
!  Matrix of  micro-TPC  (~50 mbar) 
!  Energy (ionization) and  3D track) 
!  Multi-target (1H, 19F, …) 
!  Interaction axiale (spin-spin ) 
!  4He, CH4, C4H10, CF4  has been tested ! 
 

Recoil 19F (measured) 
(E ~ 40 keVee) 
50 mbar   CF4 + CHF3 (30%)  

Prototype Bi-chamber  (5 L) (2x (10x10x25 cm3 ) 
Installed at Modane –Fréjus (France) in June 2012   

25 James Battat     Bryn Mawr College 

3.2 keV Cd 

6.4 keV  Fe 

8.1 keV  Cu   

X-ray calibration by fluorescence 
From Cd , Fe and Cu foils 

Energy (ADC units) 

Get total E from 
charge integral 
 
But don’t know  
energy of  each hit 

NEWAGE 
(New generation WIMP search  

with an advanced gaseous tracker experiment)�

PI: Kentaro Miuchi （KOBE university） 

NEWAGE-0.3a 
detector 

40cm 

30cm µPIC 
(Toshiba) 

30 x 30 x 31 cm3, 400 um pitch 

James Battat     Bryn Mawr College 26 
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DRIFT IIe - a Test-Bed for DRIFT III
New DRIFT IIe final construction

DMTPC: optical (CCD) and charge 
readout of CF4 target; measure 40o 
resolution, commissioning 1m3 module.

DRIFT: MWPC readout, operating 1m3 
detector in Boulby since 2001. Negative 
ion drift of CS2+CF4.

MIMAC: micromegas readout of CF4 
target, in Modane.  Focus on low energy.

NEWAGE: mu-PIX readout of CF4 target, 
in Kamioka.  First directional limit.

CYGNUS: coordination of directional R&D

Directional Detection

      Jocelyn Monroe                                                                                                                                    July 28, 2015 / p. 28

time (s)

V
o

lt
ag

e

charge data, nuclear recoil 

anode
grid

DMTPC n calibration data, 
50 keVr

MC fit templateDMTPC n calibration data, 
150 keVr

R&D towards ~30o resolution, low background, scalable 
detector to positively identify a candidate dark matter 

recoil signal as coming from the galactic dark matter halo

DMTPC

CYGNUS: coordination of directional R&D

36



• Design study for 30-50 tons LXe detector


• Background goal: dominated by neutrinos


• Physics goal: 


• WIMP spectroscopy


• many other channels (pp neutrinos, bb-decay, 
axions/ALPs, bosonic SuperWIMPs…)

160 kg

3.3 tons

LXe: 30-50 tons

37darwin-observatory.org

                - towards WIMP spectroscopy

arXiv:1506.08309
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• E = [3-70] pe ~ [4-50] keVnr

DARWIN: 99.98% discrimination, 30% NR acceptance, LY = 8 pe/keV at 122 keV

Note: “nu floor” = 3-sigma detection line at 500 CNNS events above 4 keV 38

Sensitivity for spin-independent cross sections

arXiv:1506.08309

(detailed WIMP study)
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• Minimal simplified DM model with only 4 variables: mDM, Mmed, gDM, gq


• Here DM = Dirac fermion interacting with a vector or axial-vector mediator; equal-
strength coupling to all active quark flavours
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Figure 4. Projected 90% CL limits for the CMS mono-jet search (blue lines), LZ (red lines) and
DARWIN (purple lines) in the cross section vs mDM plane for SI and SD interactions appropriate
for the vector and axial-vector mediators respectively. The collider limits are defined for coupling
scenarios with gq = gDM = 0.25, 0.5, 1.0, 1.45. For comparison, the discovery reach of DD exper-
iments accounting for the neutrino scattering background are also displayed (green lines). For the
spin-independent interaction we also show a projection of the SuperCDMS limit (orange line).

among the DD community. However, when comparing the two planes care must be taken

in the interpretation of the relative sensitivities of the di↵erent scenarios. For example,

whereas in the (M
med

,m
DM

) plane the mono-jet limits get stronger with increasing cou-

pling, the same results displayed in the (�0

DD

,m
DM

) plane show that for DM masses below

a few hundred GeV more parameter space is ruled out for the weaker coupling scenarios.

This is explained by the fact that the planes use di↵erent observables to benchmark the
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is the benchmark, whereas
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Figure 4. Projected 90% CL limits for the CMS mono-jet search (blue lines), LZ (red lines) and
DARWIN (purple lines) in the cross section vs mDM plane for SI and SD interactions appropriate
for the vector and axial-vector mediators respectively. The collider limits are defined for coupling
scenarios with gq = gDM = 0.25, 0.5, 1.0, 1.45. For comparison, the discovery reach of DD exper-
iments accounting for the neutrino scattering background are also displayed (green lines). For the
spin-independent interaction we also show a projection of the SuperCDMS limit (orange line).
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We emphasize that the results and sensitivity projections presented here are valid for

single vector or axial-vector mediator exchange, assuming equal coupling to all quarks.

Experimentally, DD experiments probe a combination of the couplings to u and d quarks

for vector exchange and to u, d and s quarks for axial-vector mediator exchange. This

is in contrast to the mono-jet search. Although the production of the vector or axial-
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Complementarity with (neutrino) indirect searches

• High-energy neutrinos from WIMP capture and annihilation in the Sun (point-source)


• Sun is made of protons => strong constraints on SD WIMP-p interactions

IceCube: WIMP-p; spin-dependent IceCube: WIMP-p; spin-independent

40

Search for DM in Massive Bodies - Sun 

10 

!  SI limits benefit from target mass (σSI~A2) ! direct searches excell 
!  neutrino searches very competitive in SD case 

SI SD 

DAMA DAMA 

MSSM+LUX+ATLAS+CMS MSSM+LUX+ATLAS+CMS 

Search for DM in Massive Bodies - Sun 

10 

!  SI limits benefit from target mass (σSI~A2) ! direct searches excell 
!  neutrino searches very competitive in SD case 

SI SD 

DAMA DAMA 

MSSM+LUX+ATLAS+CMS MSSM+LUX+ATLAS+CMS 

IceCube ICRC2015, 86 strings



Complementarity DD, ID, LHC

CMSSM pMSSM

M. Cahill-Rowley, Phys.Rev. D91 (2015) 055011L. Rozkowski, Stockholm 2015



• About a factor of 10 increase every ~ 2 years


• Can we keep this rate of progress?

LUX

DARWIN
LZ

XENONnT

XENON100

XENON1T

SuperCDMS/EURECA

LB, Physics of the Dark Universe 4,  2014

WIMP-nucleon cross sections versus time
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Direct detection experiments have reached tremendous sensitivities 

probe cross sections down to 10-45 cm2 at WIMP masses ~ 50 GeV 

probe particle masses below 10 GeV (new models) 

complementary with the LHC and with indirect searches 

test various other particle candidates  

Excellent prospects for discovery 

increase in WIMP sensitivity by 2 orders of magnitude in the next few years 

reach neutrino background (measure neutrino-nucleus coherent scattering!) this/
next decade

Conclusions 

43great expectations - a new chapter?



The end

44

Of course, “the probability of success is difficult to estimate, 
but if we never search, the chance of success is zero”

G. Cocconi & P. Morrison, Nature, 1959



Will directional information help?

• Yes, but mostly at low WIMP masses


• Directional detection techniques currently in R&D phase


• Would be very challenging to reach 10-48 - 10-49 cm2 with these techniques
9

FIG. 7: The combined two dimensional probability distri-
bution ⇢ of the recoil energy and event angle for a 6 GeV
dark matter particle and neutrinos in a CF4 detector. The
expected signal rate is fixed to s=10 and the expected back-
ground rate to b=500.

ues resulting in a background rate b

0

. The number of
observed events n in a pseudo experiment is drawn from
a Poisson distribution centered at a value � which is ei-
ther equal to b

0

for the background only or b

0

+ s for
the signal plus background simulation. For each pseudo
experiment we simulate these n events as we discussed in
section IVC.

To account for the unknown real flux value when per-
forming the experiment we vary the expectation of each
pseudo experiment, that is b in equation 15. Hence, for
each pseudo experiment we draw a random flux value for
each neutrino flux type from a gaussian with 1� corre-
sponding to the uncertainties. This results in a di↵erent
expected background rate b for each pseudo experiment
via equation 12 and widens the Q-distributions. We then
repeat the procedure shifting b

0

up and down by one
sigma to obtain a 1 sigma band for the estimated exclu-
sion limits.

V. RESULTS

A. Estimation of Detector Sensitivities

In order to see directly the gain in sensitivity when
directional information is used, we evaluate the sensitiv-
ity that we obtain from our statistical approach for both
cases, excluding (red bands) and including directional in-
formation (green bands). To compare the results to the
WIMP discovery limit that was presented in [9], we show
this limit as a light-grey line. Note here that the limits
from [9] are discovery limits at the 3� level and based on
a profile likelihood appraoch, whereas we perform a hy-

FIG. 8: Estimated sensitivity limits at 3� level for a non-
directional (red band) and directional (green band) CF4 de-
tector with 36 t-yrs exposure and 5 keV energy threshold
resulting in 500 expected neutrino events. The fainter bands
indicate corresponding sensitivity limits at 90% CL.

potheses test. Therefore, any direct comparison should
be taken with care. A strict discovery limit exists for
dark matter masses that match the energy spectrum of
the neutrino background perfectly, see [9]. This is for
example the case for a 6 GeV dark matter particle and
the background of 8B neutrinos in a Xenon detector. We
reproduce this limit and the discovery limits for heavy
dark matter from [9] with very good accuracy, see also
section VB. In the dark matter mass region around 10
GeV where a steep increase in sensitivity towards smaller
cross-sections is observed, however, we find slighly less
constraining discovery limits, as will become clear when
we discuss the Xenon detector.

In this section we will look at sensitivity limits at the
90% CL and 3� level for experiments with di↵erent tar-
get materials and energy thresholds. To compare the dif-
ferent simulations, the detector exposure is scaled such
that the simulated experiment will observe 500 neutrino
events, i.e. the background contribution is sizable. As
an example for a dark matter detector with direction-
ality, we estimated the sensitivity of Tetraflourmethane
CF

4

as target material. As a light target CF
4

is promis-
ing to distinguish solar neutrinos from light dark matter.
We set the energy thresholds in our run to 5 keV.

Figure 8 shows the obtained sensitivity bands for a 36.6
ton-year CF

4

experiment with a 5 keV energy thresh-
old. The 500 neutrino events consist of 499.8 expected
solar and 0.2 expected non-solar neutrinos. The green
and red bands represent limits that can be obtained with
directional and non-directional detectors at a 3� level,
respectively. The fainter colors show corresponding lim-
its at 90% CL. The seperation of the green band from the
red band clearly shows the impact of directional informa-
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tion. A strong increase in sensitvity for directional de-
tectors towards smaller cross-sections is observed which
is larger the smaller the dark matter mass. This is easily
understood when considering the clear seperation of the
neutrino and dark matter peak in the two dimensional
probability distribution functions. The lighter the dark
matter particle is, the more significant this separation.
For a light dark matter event to be above threshold, the
track of the recoiling nucleus has to lie closer along the
incoming dark matter direction in order to produce a
large enough recoil. Hence, the dark matter signal also
has a strong directional character, as discussed in sec-
tion II. Since the event angle distribution is di↵erent to
the neutrinos, directional information has a large impact.

We find that cross-sections below the solar neutrino
bound can be tested at 3� level when directional infor-
mation is taken into account.

Towards heavier dark matter masses, we see that the
sensitivity curves approach each other and directionality
loses some impact. For heavy dark matter, the distinc-
tion of signal and solar background is already easy when
the energy spectrum is considered on its own, because the
recoil energies of solar neutrinos are much smaller com-
pared to heavy dark matter. Besides, the dark matter
events loose their directional character more and more:
Light dark matter can only give recoil energies above
threshold for the largest dark matter velocities in the
halo, such that only those particles coming from Cygnus
A can give a recoil event in the detector. The kinetic
energy of heavy dark matter particles is, in contrast, also
large for small dark matter velocities. Hence, the incom-
ing direction of dark matter particles that give a signal
event in the detector becomes unconstrained and more
and more isotropic. A competing e↵ect is that the track
resolution for small recoil energies is worse, but improves
for larger recoil energies and thus for heavier dark matter.
Overall, we see that directional information is also useful
for heavier dark matter. This is mainly because when
heavy dark matter particles give recoil energies compa-
rable to the recoil energies of solar neutrinos, the dark
matter events can be distinguished using directional in-
formation, which would not be possible otherwise.

At the moment, the strongest constraints on the
WIMP-nucleon cross-section are set by experiments that
use Xenon as a target material. These detectors have
no directional information and no technology exists up
to now that could achieve this. However, it is still inter-
esting to ask which cross-section experiments with heavy
target materials would be able to probe if they could use
directional information. There is recent interest in de-
veloping a direction-sensitive Xenon detector technology
based on recombination dependence on the recoil angle
relative to the detector ~

E field [48], so perhaps this will
be a possibility for the future.

Therefore, we additionally choose Xenon as a target
material and perform the same tests. Estimated sensi-
tivity curves for a hypothetical experiment with 367.7
ton-year exposure using a 2 keV threshold can be seen

FIG. 9: Estimated sensitivity limits at 3� level for a non-
directional (red band) and directional (green bands) Xenon
detector with 367 t-yrs exposure and 2 keV energy threshold
resulting in 500 expected neutrino events. The fainter bands
indicate corresponding sensitivity limits at 90% CL.

in figure 9. The 500 neutrino background events con-
sist of 485.8 expected solar and 14.2 expected non-solar
neutrinos.

Our statistical test finds that even without direc-
tional information cross-sections below the discovery
limit from [9] can be tested at 3� level. For example,
an 8 GeV WIMP with a cross-section of 2.3⇥ 10�46cm2

would give about 470 dark matter events. We note here,
that we assumed half the flux uncertainties and took a
di↵erent statistical approach than reference [9]. The non-
directional 3�-limit should hence be seen as a WIMP-
discovery limit obtained from our approach rather than
testing cross-sections beyond the discovery limit. Again,
we see that directional detectors can go beyond and probe
smaller cross-sections compared to non-directional detec-
tors. The same trend that directional and non-directional
detectors give similar sensitivities for heavy dark matter
particles is visible; the limits are basically identical for
the Xenon detector.

Compared to the light target material CF
4

we find that
the impact of directional information is less significant
in this Xenon detector configuration when searching for
heavy dark matter. With Xenon as a heavy target mate-
rial solar neutrinos can give recoil energies only up to ap-
proximately 5 keV. Hence, the range of recoil energies for
which directionality is the only indicator to distinguish
the signal from the solar neutrino background is small.
For the light target material CF

4

this range is larger:
solar neutrinos can recoil up to approximately 30 keV,
see figure 4. We can therefore conclude that the larger
the range of possible recoil energies of solar neutrinos is
compared to the total energy range of the detector, the
larger the gain in sensitivity from directional information.

no direction 
no direction 

with direction
with direction

neutrino bounds neutrino bounds

P. Grothaus, M. Fairbairn, J. Monroe, arXiv: 1406.5047

367 t yr exposure, 500 nu events36.6 t yr exposure, 500 (solar) nu events
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XENON1T backgrounds and WIMP sensitivity

Single scatters in 1 ton fiducial
99.75% S2/S1 discrimination
NR acceptance 40%
Light yield = 7.7 PE/keV at 0 field
Leff = 0 below 1 keVnr

WIMP mass: 50 GeV
Fiducial LXe mass: 1 t
Sensitivity at 90% CL

ER + NR backgrounds and WIMP spectra Sensitivity versus exposure (in 1 ton fiducial mass)
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Probing a modulation signal in XENON100

• Unbinned PL analysis of ER data assuming 
periodic signal hypothesis (L1)

4
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FIG. 2: The expected mean (solid lines) and central
68.3% region (shaded bands) of �2 log(L0/L1) as a func-
tion of period for simulated data with a fixed average rate
C = 6.0 events/(keV · tonne · day), linear increase in rate
K = (2.54±0.53)⇥10�3 events/(keV · tonne · day)/day, am-
plitude A = 2.7 events/(keV · tonne · day), and three periods
P [days]. Uncertainties on all parameters are taken into ac-
count. The horizontal local significance lines are derived from
the null hypothesis tests described in the text and shown here
for comparison to Fig. 3.

scribed by

f(t) = ✏(t)

✓
C +Kt+A cos

✓
2⇡

(t� �)

P

◆◆
, (1)

where ✏ is the corresponding average cut acceptance,
interpolated from the measurements described above,
C is the constant component of the event rate, Kt is
the linearly increasing contribution from 85Kr, and A is
the modulation amplitude with period P and phase �.
Eq. (1) is then normalized to take into account the time
distribution of the dark matter data used for the analysis
here, and thus becomes the probability density, f̃(t), of
observing an event occurring at time t, in days relative
to January 1, 2011. The null hypothesis, no periodicity,
is given by Eq. (1) with A = 0.

The likelihood function used in the PL method is

L =

 
nY

i=1

f̃(ti)

!
Poiss (n|N

exp

(E))L✏LKLE , (2)

where n and N
exp

(E) are the total number of observed
and expected events and E is the energy in keV. Nuisance
parameters corresponding to the uncertainties in ✏, K,
and E are constrained by the Gaussian penalty terms,
L✏, LK , and LE , respectively. These penalty terms have
widths �✏ defined by the statistical errors of the accep-
tance as determined by weekly calibration measurements,
�K = 0.53 ⇥ 10�3 events/(keV · tonne · day)/day, and
�E taken from Fig. 2 of [12], respectively. The maximum
profiled likelihoods are denoted by L

0

(C
0

) for the null
hypothesis and by L

1

(C
1

, A,�) for the periodic hypoth-
esis.

The significance of a particular period, for example
one year, is referred to as the local significance. The
corresponding test statistic is the log-likelihood ratio,
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FIG. 3: �2 log(L0/L1) as a function of modulation period
for single-scatters (SS) in the low-E region (top), multiple-
scatters (MS) in the low-E region (middle) and single-scatters
(SS) in the higher energy region (bottom). The phase is un-
constrained.

�2 log(L
0

/L
1

), which quantifies the incompatibility be-
tween the null and periodic hypotheses. MC simulations
show that this test statistic is well-described by a �2-
distribution with two degrees of freedom. When search-
ing for a modulation signal across a range of periods, the
global significance, that is the maximum of the local test
statistics in the range, should be referenced. The local
and global significances quoted are both one-sided.

Simulated data were used to assess the discovery po-
tential of the PL analysis to periodic components in the
single-scatter data at low-E. Several sets of 153 simu-
lated events were generated by drawing from the same
live-time distribution as the actual data while varying
the nuisance parameters according to their constraints in
Eq. 2, and assuming the periodic hypothesis with a fixed
period, amplitude and average rate. The expected signif-
icance is shown in Fig. 2 for three periods with an ampli-
tude of 2.7 events/(keV · tonne · day) and average rate of
6.0 events/(keV · tonne · day), selected to facilitate com-
parison with the best-fit results below. The minimum
period considered is 7 days, since the cut acceptance is
derived from weekly calibration measurements. The res-
olution on the reconstructed period becomes worse with
increasing period, evident from the broadening of the
peaks and a characteristic plateau for periods & 500 days.
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Probing a modulation signal in XENON100

• Unbinned PL analysis of ER data assuming 
periodic signal hypothesis (L1)
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Hence the study of the data in Fig. 3 was limited to peri-
ods between 7 and 500 days. Adding the previous 100.9
live days of data [22] to this analysis does not consid-
erably increase the significance of the study due to its
higher background rate from 85Kr and the uncertainty
therein.

In addition to the un-binned PL analysis, a �2-test
following [23] and a Lomb-Scargle (LS) periodogram [24]
were carried out using binned data. For both tests, a
strong binning dependence of the result is observed. This
dependence, as well as the unavoidable information loss
when using any bin-dependent method, limits the power
of these tests compared to the un-binned PL analysis.
This fact must be taken into account when using the data
in Fig. 1 (f) for further analysis. Nevertheless, the local
and global significances are in agreement with the results
of the PL analysis and the tests provide a consistency
check.

WIMP interactions in the LXe are expected to produce
single-scatter events. The PL spectrum of the single-
scatter data covering the DAMA/LIBRA energy region
(2.0�5.8 keV) is shown in the top panel of Fig. 3. A rise in
significance is observed at long periods with a local signif-
icance of 2.8� at one year and a global significance below
1� for all periods. MC simulations with P = 100 days in
Fig. 2 show that the rise of significance at large periods
in the measured data is not an artifact of the statistical
method.

Low-E multiple-scatter events are used as a
background-only control sample. The PL spectrum
(middle panel of Fig. 3) shows a rise in significance at
long periods, similar to that for single-scatters, with
a local significance of 2.5� at one year and a global
significance below 1� at all periods.

As WIMPs are expected to produce signals primar-
ily at low-E, the higher energy range (5.8 � 10.4 keV)
is used as a sideband control sample. In addition,
DAMA/LIBRA did not observe a modulation above
6 keV. The PL spectrum (bottom panel of Fig. 3) shows
no prominent rise in significance at long periods, in con-
trast to that seen at low-E, and the local significance is
1.4� at one year.

The best-fit parameters and uncertainties are deter-
mined from PL scans. For an assumed annual modula-
tion signal (fixing P = 365.25 days) in the low-E single
scatter data, we obtain C

1

= (5.5 ± 0.6) events/(keV ·
tonne · day) (for reference, C

0

= 6.0 events/(keV · tonne
· day)), A = (2.7 ± 0.8) events/(keV · tonne · day), and
� = (112 ± 15) days, peaked at April 22. Fig. 4 shows
the corresponding confidence level contours as a function
of modulation amplitude and phase. The simulations
in Fig. 2 show that the rise in significance at long peri-
ods in the low-E single- and multiple-scatter data could
be explained by a modulating component with a period
&300 days. However, the best-fit phase disagrees with
the expected phase from a standard dark matter halo
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FIG. 4: The XENON100 best-fit, 95% and 99.73% confi-
dence level contours as a function of amplitude and phase
relative to January 1, 2011 for period P = 1 year. The
expected DAMA/LIBRA signal with statistical uncertainties
only and the phase expected from a standard dark matter
(DM) halo are overlaid for comparison. Top and side panels
show �2 log(L1/Lmax

) as a function of phase and amplitude,
respectively, along with two-sided significance levels.

(152 days) at a level of 2.5� based on the 1D PL scan
as shown in top panel of Fig. 4. Furthermore, the rise in
significance at long periods is evident in both single- and
multiple-scatter data, also disfavoring a WIMP interpre-
tation. Allowing the parameter K to float freely to un-
physical negative values, given the measured 85Kr level,
decreases the significance of large periods and strength-
ens the exclusion limit discussed below.
The XENON100 data can constrain the dark mat-

ter interpretation of the annual modulation observed
by DAMA/LIBRA, as shown in Fig. 4, for certain
models producing ERs. Such constraints were pre-
viously imposed using the average ER event rate in
XENON100 [10]. Here we use the full time-dependent
rate information to directly compare with the expected
DAMA/LIBRA annual modulation signal in our detec-
tor. The expected S1 spectrum in XENON100 is de-
rived from the DAMA/LIBRA residual modulation spec-
trum (Fig. 8 in [4]) following the approach described
in [10], assuming the signals are from WIMP-electron
scattering through axial-vector coupling [9, 10]. The ex-
pected annual modulation amplitude in the low-E range
in XENON100 is then calculated as (11.5 ± 1.2(stat) ±
0.7(syst)) events/(keV · tonne · day), with statistical
uncertainty from the reported DAMA/LIBRA spectrum
and systematic uncertainty from the energy conversion in
XENON100. To compare this expected signal with our
data, the phase � in Eq. (1) is set to (144 ± 7) days [4],
constrained by an additional Gaussian term, L�, in Eq. 2.
The resulting PL analysis of our data disfavors the ex-
pected DAMA/LIBRA annual modulation at 4.8�.
In summary, XENON100 has demonstrated for the

first time that LXe dual-phase time projection cham-

• Standard dark matter halo phase 
is disfavoured by 2.5-sigma


• Assuming V-A coupling of WIMPs 
to e-, DAMA/LIBRA annual 
modulation is excluded at 4.8-
sigma

48



XENON100 detector stability

• Detailed stability and correlation analysis of all detector and background parameters


• No significant correlation with event rate observed
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Example: Solar axions with XENON100
4
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FIG. 3: Background model N
b

⇥ f
b

(grey line), scaled to the
correct exposure, as explained in the text. f

b

is based on the
60Co and 232Th calibration data (empty blue dots), and is
used in Eq.4. The 3 PE threshold is indicated by the vertical
red dashed line.

where ✏(S1) is the acceptance and �
PMT

= 0.5 PE is the
PMT resolution [23].

The background spectrum, f
b

, is modeled based on
60Co and 232Th calibration data. The spectrum is scaled
to the science data exposure by normalizing it to the
number of events seen outside the signal region. For so-
lar axions, it is done between 30 and 100 PE, and for
galactic ALPs below m

A

[pe]�2� and above m
A

[pe]+2�,
where m

A

[pe] is the ALP mass in units of PE and � is
the width of the expected signal peak, see Fig.6. Then,
the scaled background spectrum is integrated in the sig-
nal region to give the expected number of background
events, N

b

. The background model scaled to the correct
exposure, N

b

⇥ f
b

, is shown in Fig.3, along with the
scaled calibration spectrum.

The energy scale term in Eq.3, L2, has been
parametrised with a single nuisance parameter t. The
likelihood function is defined to be normally distributed
with zero mean and unit variance, corresponding to

L2(n
exp(t)) = e�t

2
/2, (7)

where t = ±1 corresponds to a ±1� deviation in nexp, as
shown in Fig.2, i.e., t = (nexp � nexp

mean

)/�.

III. RESULTS

A. Solar axions

The remaining events after all the selection cuts are
shown in Fig.4 as a function of S1. The solid grey line
shows the background model, N

b

⇥ f
b

. The expected S1
spectrum for solar axions, lighter than 1 keV/c2, is shown
as a blue dashed line for g

Ae

= 2 ⇥ 10�11, the best limit
so far reported by the EDELWEISS-II collaboration [30].
The data are compatible with the background model, and
no excess is observed for the background only hypothesis.

Fig.5 shows the new XENON100 exclusion limit on g
Ae

at 90% CL. The sensitivity is shown by the green/yellow
band (1�/2�). As we used the most recent and accurate
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FIG. 4: Event distribution of the data (black dots), and back-
ground model (grey) of the solar axion search. The expected
signal for solar axions with m

A

< 1 keV/c2 is shown by the
dashed blue line, assuming g

Ae

= 2 ⇥ 10�11, the current best
limit from EDELWEISS-II [30]. The vertical dashed red line
indicates the low S1 threshold, set at 3 PE. The top axis shows
the expected mean value of the electronic recoil energy.
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FIG. 5: The XENON100 limits (90% CL) on solar axions is
indicated by the blue line. The expected sensitivity is given
by the green/yellow bands (1�/2�). Limits by EDELWEISS-
II [30], and XMASS [31] are shown, together with the lim-
its from a Si(Li) detector from Derbin et al. [32]. The
contour area corresponds to a possible interpretation of the
DAMA/LIBRA annual modulation signal as originating from
axions [33]. Indirect astrophysical bounds from solar neutri-
nos [34] and red giants [35] are represented by dashed lines.
The benchmark DFSZ and KSVZ models are represented by
grey dashed lines [4–7].

calculation for solar axion flux from [10], which is valid
only for light axions, we restrict the search to m

A

< 1
keV/c2. For comparison, we also present recent exper-
imental constraints [30–32] and the DAMA/LIBRA an-
nual modulation signal [33] interpreted as being due to
axion interactions. Astrophysical bounds [34, 35] and
theoretical benchmark models [4–7] are also shown.For
solar axions with masses below 1 keV/c2 XENON100 is
able to set the strongest constraint on the coupling to
electrons, excluding values of g

Ae

larger than 7.7⇥ 10�12

Background 

Signal
mA < 1 keV/c2

gAe = 2⇥ 10�11

Look for solar axions via their couplings to 
electrons, gAe, through the axio-electric effect

• XEON100: based on 224.6 live days x 34 kg 
exposure; using the electronic-recoil spectrum, 
and measured light yield for low-energy ERs (LB 
et al., PRD 87, 2013; arXiv:1303.6891)

XENON, Phys. Rev. D 90, 062009 (2014) 

�A / g2Ae =) R / g4Ae

�Ae = �pe(EA)
g2Ae

�A

3E2
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16⇡↵emm2
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Example: Galactic axion-like particles with 
XENON100

Background 
Signal

Look for ALPs via their couplings to electrons, 
gAe, through the axio-electric effect 

Expect line feature at ALP mass 

Assume

R / g2Ae

XENON, Phys. Rev. D 90, 062009 (2014) 
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• XEON100: based on 224.6 live days x 34 kg 
exposure; using the electronic-recoil spectrum, 
and measured light yield for low-energy ERs (LB 
et al., PRD 87, 2013; arXiv:1303.6891)

XENON, Phys. Rev. D 90, 062009 (2014) 

⇢0 = 0.3GeV/cm3

�A = c�A ⇥ ⇢0
mA

http://arxiv.org/abs/1404.1455
http://arxiv.org/abs/1404.1455

